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In this article, | will review the definition of time and time interval, and | will describe some of the
devices that are used to realize these definitions. | will then introduce the principles of time and
frequency metrology, including a discussion of some of the types of measurement hardware in
common use and the statistical machinery that is used to analyze these data. | will also introduce
various techniques of distributing time and frequency information, with special emphasis on the
global positioning system satellites. | will then discuss the advantages of clock ensembles and a
prototype time-scale algorithm. | will conclude with a discussion of how clocks are synchronized to
remote servers using noisy and poorly characterized transmission channels.
[S0034-674809)00106-9

I. INTRODUCTION different applications, we will see that all of them can be
understood in terms of a few basic principles. | will discuss

Clocks and oscillators play important roles in many ar-the details of specific applications only insofar as is needed
eas of science and technology, ranging from tests of generg illustrate these basic ideas.

relativity to the Synchronization of communication systems | will not discuss the very |arge number of Optica| fre-

and electric power grids. Hundreds of different types of dequency standards that have been developed. Such devices
vices exist, ranging from the cheéput remarkably accurate would certainly qualify as standards from the stability point
crystal oscillators used in wrist watches to one-of-a-kind pri-of view, but their outputs must be handled by optical rather
mary frequency standards that are both seven or more ordefigan by electronic means at the current time, and the result-
of magnitude more accurate and almost the same number g{g technology is very different as a result. In addition, it is
powers of ten more expensive than a wrist watch. In spite ogxtremely difficult to use these devices as clocks in the usual
this great diversity in cost and performance, almost all of th%ense of that Word_counting an optica| frequency has been

devices can be described using basically the same StatiStiC@bne using various heterodyne methods, but these measure-
machinery. The same is true for methods of distributing timements are far from routine.

and frequency signals—the same principles are used to trans-
mit time over dial-up telephone lines with an uncertainty of
about 1 ms and to transmit time using satellites with an unll. CHARACTERISTICS OF OSCILLATORS AND

certainty of about 1 ns. CLOCKS

In this article | will begin by describing the general char- An oscillator is comprised of two components: a genera-
acteristics of clocks and oscillators. | will then discuss howq, that produces periodic signals and a discriminator that
time and frequency are defined, how these quantities argynirols the output frequency. In many configurations, the
measured, and how practical standards for these quantitigfscriminator is actively oscillating and the output frequency

are realized and evaluated. This characterization, and tr‘@f the device is set by a resonance in its response. Pendulum

analysis of time and frequency data in general, is complig|ocks and quartz—crystal oscillators are of this type—in

cated because the spectrum of the variation is almost nevefh cases the frequency is determined by a mechanical reso-
white and the conventional tools of statistical analysis arg,,nce which must be driven by an external power source. In
therefore usually not appropriate or effective. other configurations, the discriminator is passive—its

I will then discuss the basic principles that govern meth-xqqency-selective property is interrogated by a variable-
ods for distributing time and frequency information. Thefrequency oscillator whose frequency is then locked to the

channels used for this purpose are often noisy, and this n0iSg, 4 of the discriminator response function using some form
is usually neither white nor very well behaved statistically. It 5t faadpack loop.

is often possible to separate the degradations due to the noise atomic frequency standards fall into both categories. La-

in the channel from the fluptuations in original data. Al- garg are usuallybut not always in the first category, while
though the details of how this can be done vary among th@esiym and rubidium devices are almost always in the sec-

ond. Hydrogen masers can be either active or passive—both
dElectronic mail: jlevine@boulder.nist.gov designs have advantages, as we will see below.
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Either type of oscillator can be used to construct a clocklll. DEFINITION OF TIME INTERVAL OR FREQUENCY
The periodic output is converted to a series of pulsssng

a mechanical escapement or an electrical zero-crossing dg'ystem of Unitsthe SI system The current definition of the

tector, for examplg and the resulting “ticks” are counted in second was adopted by the 13th General Conference on
some way. While the frequency of an oscillator is a funCtionWeights and Measurd€GPM) in 1967:

of its mechanical or physical properties, the initial reading of
a clock is totally arbitrary—it has to be set based on some
external definition. This definition cannot be specified from
the technical point of view—for historical and practical rea-

sons the definition that is used is based on the motion of the . This definition of the base umt can be used to derive the
earth? unit of frequency, the hertz. Multiples of the second, such as

Th ority of i Vi ; the minute, hour, and day are also recognized for use in the
e vast majority of oscillators currently in use are s ag system. Although these common units are defined in

bilized using quartz crystals. Even the quartz crystals used §§;mg of the base unit just as precisely as the hertz is, they do
the frequency reference in inexpensive wrist watches cafot enjoy the same status in the formal definition of the
have a frequency accuracy of 1 ppm and a stability a factopternational system of units.

of 10 or more better than this. Substantially better perfor-  The definition of the SI second above implies that it is
mance can be achieved using active temperature contralealized using an unperturbed atom in free space and that the
They are usually the devices of choice when lowest costpbserver is at rest with respect to the atom. Such an observer
robust design, and long life are the most important considerneasures the “proper” time of the clock, that is the result of
ations. They are not well suited for applicatiofsuch as @ direct observation of the device independent of any con-
primary frequency standardsvhere frequency accuracy or Ventions with respect to coordinates or reference frames.

long-term frequency stability are important. There are two Practical timekeeping involves comparing clocks at dif
. . ferent locations using time signals, and these processes intro-

reasons for this. The mechanical resonance frequency de- . . .
.duce the need for coordinate frames. International atomic

pends on the details OT the construc.;t.ion of the artifact and Rime (TAI) is defined in terms of the Sl second as realized on
therefore hard to replicate. In addition, the resonance frefhe rotating geoid,and TAI is therefore a coordinateather
quency is usually affected by fluctuations in temperature anghan a propertime scale.

other environmental parameters so that its long-term stability  This distinction has important practical consequences. A
is relatively poor. A number of very clever schemes haveperfect cesium clock in orbit around the earth will appear to
been developed to mitigate these problems, but none of thembservers on the earth as having a frequency offset with re-
can totally eliminate the sensitivity to environmental pertur-spect to TAI. This difference must be accounted for using the
bations and the stochastic frequency aging that are the chadsual corrections for the gravitational redshift, the first- and
acteristics of an artifact standafd. second-order Doppler shifts, etc. These frequency correc-

Atomic frequency standards use an atomic or moleculalions are important in the use of the global positioning sys-

transition as the discriminator. In the passive configuration!€™ (GP3 satellites, as we will discuss below.

the atoms are prepared in one of the states of the clock tram. Realization of TAI

s?tion and are illuminated by the_ outpqt from a separate 05" TAlis computed retrospectively by the International Bu-
cillator. The frequency of the oscillator is locked to the maxi- reau of Weights and Measuré8IPM), using data supplied
mum in the rate of the clock transition. An atomic frequencyby a world-wide network of timing laboratories. Each par-
standard therefore requires a “physics package” that preticipating laboratory reports the time differences, measured
pares the atoms in the appropriate state and detects the fagfery five daygat 0 h onthose modified Julian day numbers
that they have made the clock transition following the inter-which end in 4 or 9 between each of its clocks and its
action with the oscillator. It also requires an “electronics laboratory time scale, designated U&D). To make it pos-
package” that consists of the oscillator, the feedback cirsible to compare data from different laboratories, each labo-
cuitry to control its frequency, and various synthesizers ofatory also provides the time differences between (al}
frequency dividers to convert the clock frequency to standar@"d GPS time, measured using an algorithm defined by the
output frequencies such as 5 MHz or 1 Hz. Since the transiB!PM and at t|m§s specified in the BIPM tracking schedules.
tion frequencies are determined solely by the atomic StrucgThe GPS satellites are used only as transfer standards, and

ture in principle, these standards would seem to be free qq;e satellite clocks drop out of the datépproximately 50

f1h b that limit th £ artifact stan boratories transmit data from a total of about 250 clocks to
many of the problems that limit the accuracy of arti the BIPM using these methods.

dards. This is true to a great extent, but the details of the Using an algorithm called ALGOS, the BIPM computes
interaction between the atoms and the probing frequency ang weighted average of these time-difference data to pro-
the interaction between the physics and electronics packagegice an intermediate time scale called echelle atomique libre
affect the output frequency to some degree, and blur theeaL). The length of the second computed in this way is
distinction between a pure atomic frequency standard andompared with data from primary frequency standards and a
one whose frequency is determined by a mechanical artifactorrection is applied if needed so as to keep the frequency as

Time interval is one of the base units of the International

The second is the duration of 9192 631 770 periods of
the radiation corresponding to the transition between
the two hyperfine levels of the cesium 133 atbm.
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close as possible to the S| second as realized by these pi& inserted as the last second of the dagually on the last
mary standards. The resulting steered scale is TAl. As oflay of either June or Decembgerafter 23:59:59, which
December, 1998, the fractional frequency differencewould normally have been the last second of the day. Its
f(EAL) — f(TAL) =7.13x 10 13 At that same epoch, the name is 23:59:60, and the next second is 00:00:00 of the next
fractional frequency offset between TAI and the Sl second aslay. The first problem is that it is difficult to define a time
realized on the rotating geoid was estimated by the BIPM tdag for an event that happens during the leap second. This
be time does not even exist on conventional clocks, for ex-
ample, and a time tag of 23:59:60 might be rejected as a
d=(UTAI—u0)/u0=(—4%10)x 10" format error by a digital system. Furthermore, there is no
natural way of naming the leap second in systems that do not

complex. It includes the uncertaintiéssually the “type B”  US€ th? hh:mm:ss nomenclature. Many computer systems fall
uncertainty, which we define lafeassociated with the data into this category because they keep time in units of seconds

from the different primary frequency standards; extrapolat-(and fractions of a secongince some base date.

ing these data to a common interval also requires a model folr Calculaténg the Iengthdg}‘_a t|r|ne mégrvg! that crosses al
the stability of EAL. The details are presented in reportseap Secon P@ems additional am |gU|'F|es.. An mtervg
published by the BIPM, based on atomic time or on some other periodic process will

differ from a simple application of a calculation based on the
_ _ _ difference in the UTC times, since the latter calculation ef-
B. Coordinated universal time and leap seconds fectively “forgets” that a leap second has happened once it

It is simple in principle to construct a timekeeping sys- has passed.
tem and a calendar using TAI. When this scale was defined, There is no simple way of realizing a time scale that is
its time was set to agree with UT2 time scale derived from both smooth and continuous and simultaneously tracks UT1.
the meridian transit times of stars corrected for seasonalNis is because the intervals between leap seconds are not
variations on 1 January 1958. Unfortunately, the length of exactly constant and predictable, and there is no simple al-
the day defined using 86 400 TAI seconds was shorter thagorithm that could predict them automatically very far into
the length of the day defined astronomicaitylled UTJ by the future. Each leap second is announced several months in
about 0.03 ppm, and the times of the two scales began tadvance by the International Earth Rotation Service in Baris.
diverge immediately. If left uncorrected, this divergence Thus, changing the Sl definition of the secdmdich would
would have continued to increase over time, and its rat@roduce difficulties in the definitions of other fundamental
would have slowly increased as well as the rotational rate ofonstants anywaycould reduce the frequency of leap sec-
the earth continued to decrease. onds, but would not entirely remove the need for them. The
Initially, this divergence was removed by introducing problem would return in the future anyway as the length of
frequency offsets between the frequency used to run atomi@€ astronomical day increased.
clocks and the definition of the duration of the SI second. Itis possible to avoid the difficulties associated with leap
Small time steps of 0.05 or 0.1 s were also introduced a§€conds by using a time scale that does not have them, such
needed. This steered time scale was called coordinated uni@S TAl or GPS time. There are a number of practical diffi-
versal time(UTC)—it was derived from the definition of the culties with this solution, such as the facts that most timing
Sl second, but was steerétiat is, “coordinated’} so that it laboratories disseminate UTC rather than TAIl, and that GPS
tracked the astronomical time scale UT1. time may not satisfy legal traceability requirements in some
This method of coordinating UTC turned out to be awk- situations. Practical realizations of this idea often require an-
ward in practice. The frequency offsets required for coordi-Cillary tables of when leap seconds were inserted into UTC.
nation were on the order of 0.03 ppm, and it was difficult to
insert these frquency offsets into real-world clocks. On ]1V. CESIUM STANDARDS
January 1972, this system was replaced by the current sys-
tem which uses integral leap seconds to realize the steering Cesium was chosen to define the second for a number of
needed so that atomic time will track UT1. The rate of UTC practical reasons. The perturbations on atomic energy levels
is set to be exactly the same as the rate of TAIl, and thare quite small in the low-density environment of a beam,
divergence between UTC and astronomical time is removednd atomic beams of cesium are particularly easy to produce
by inserting “leap” seconds into UTC as needed. The leapand detect. The frequency of the hyperfine transition that
seconds are inserted so as to keep the absolute magnitudedsffines the second is relatively high and the linewidth can be
the difference between UTC and UT1 less than 0.9 s. Thesmade quite narrow by careful design. At the same time the
leap seconds are usually added on the last day of June tmansition frequency is still low enough that it can be ma-
December; the most recent one was inserted at the end of 3iipulated using standard microwave techniques and circuits.
December 1998 and the time difference TAI-UTC became In spite of these advantages, constructing a device that
exactly 32 s when that happened. The leap seconds are akalizes the Sl definition of the second is a challenging and
ways positive, so that UTC is behind atomic time, and thisexpensive undertaking. Although the frequency offsets pro-
trend will continue for the foreseeable future. duced by various perturbatiofisuch as Stark shifts, Zeeman
Although this system of leap seconds is simple in con-shifts, Doppler shifts,.).are small in absolute terms, they are
cept, it has a number of practical difficulties. A leap secondarge compared to the frequency stability that can be

The determination of the uncertainty for the estimatel i
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achieved in a well-designed device. A good commercial ceusually measured by observing the frequencies of field-
sium frequency standard, for example, might exhibit frac-dependent transitions between other states.
tional frequency fluctuations of 210 4 for averaging The microwave radiation that induces the clock transi-
times of about one day. The frequency of the same devicton is applied in two separate regions separated by a drift
might differ from the SI definition by X102 or more  space(Ramsey configuratidf). The atoms experience two
(sometimesmuch more), and this frequency offset may kinds of transitions: “Rabi” transitions due to a single inter-
change slowly with time as the device ag€Fhis frequency action with the microwave field, and “Ramsey” transitions
offset is what remains after corrections for the perturbationslue to a coherent interaction in both regions. The Rabi tran-
mentioned above have been applied. If no corrections arsitions have a shorter interaction time and therefore a larger
applied, the fractional frequency offset is usually dominatedinewidth. The magnitude of the magnetic field in the C re-
by Zeeman effects, which can be as large as10 1°) gion is usually chosen so that the Rabi transitions between
Constructing a device whose accuracy is comparable tthe different sub levels will be well resolved. A typical value
its stability is a difficult and expensive business, and only &or a conventional thermal-beam standard would be about
few such primary frequency standards exist. It is usually im5x 10 8 T. It is possible to use a lower value of magnetic
possible to reduce the systematic offsets to sufficiently smalfield which does not completely resolve the Rabi transitions.
values, and the residual offset must be measured and r&hile this reduces the Zeeman correction, it complicates the
moved by means of a complicated evaluation process thatnalysis of the Ramsey line shapes.
often takes several days to compl@téhe operation of the The length of this drift space and the velocity of the
standard may be interrupted during the evaluation, so thatoms determine the total interaction time, which in turn sets
many primary frequency standards cannot operate continuhe fundamental linewidth of the device. The microwave fre-
ously as clocks. In addition, the systematic offsets mayquency is adjusted until the transition rate in the atoms is a
change slowly with time even in the best primary standardmaximum; the transitions are detected using a second inho-
so that evaluating their magnitudes is a continuirather = mogeneous magnetic field, which is created by the “B”
than a one-timeeffort. magnet. The gradient of the B field is usually configured so
A simple oven can be used to produce a beam of cesiuras to pass only those atoms that are in the final state of the
atoms. The oven consists of a small chamber and a narroalock transition(a “flop-in” configuration). This configura-
slit through which the atoms diffuse. The operating temperation eliminates the shot noise in the detected beam due to
ture varies somewhat, but is generally less than 100 °C, satoms that do not make the clock transition in the C region.
that the thermal mean velocity of the cesium atoms is someHowever, it is more difficult to test and align, since there is
what less than 300 m/s. Operating the oven at a higher termo signal at all until everything is working properly.
perature increases the flux of atoms in the beam and there- The state-selection process in a conventional cesium de-
fore the signal to noise ratio of the servo loop to control thevice is passive—it simply throws away those atoms that are
local oscillator, but the velocity of the atoms also increasesiot in the proper state. There are 16 magnetic sub levels in
as the square root of the temperature. This decreases thige ground state: 9 foF=4 and 7 forF=3 (that is, &
interaction time and increases the linewidth by the same fac+ 1 in both cases All of them have essentially the same
tor, but the more serious problem is usually that the collimaenergy and are therefore roughly equally populated in a ther-
tion of the beam is degraded. The decrease in interactiomal beam. As a consequence, only 1/16 of the flux emerging
time resulting from raising the temperature can be offset byfrom the oven is in a singl&, mg state, and only this small
using only the low-frequency “tail” of the velocity distribu- fraction of the atoms is actually used to stabilize the oscilla-
tion. tor. This unfavorable ratio can be improved using active state
Conventional frequency standards use an inhomogeselection—that is, by optically pumping the input beam so as
neous magnetic fiel¢he “A” magnet) as the state selector. to put nearly all of the atoms into the initial state of the clock
The atoms enter the A magnet off axis and are deflected biransition. A similar technique can be used to detect the at-
the interaction between the inhomogeneous magnetic fieldms that have undergone the clock transition in the interac-
and the magnetic dipole moment of the atom. The geometrtion region. This design increases the number of atoms that
is arranged so that only atoms in the=3 state emerge from are used in the synchronization process and therefore the
the magnet—atoms in the other state are blocked by a mesignal to noise ratio of the error voltage in the servo loop that
chanical stop. It is not practical to make the magnetic field ofcontrols the oscillator. In addition, it removes some of the
the A magnet large enough to separateriesub levels of offsets and problems associated with the fields due to the A
the F=3 state. and B magnets. Although the optical pumping techniques
The atoms that emerge from the A magnet enter an inthat are needed to realize this design have been known for
teraction region(the “C” region), where they are illumi- many years? realizing a standard using these principles was
nated by microwave radiation in the presence of a constamiot practical until recently when lasers of the appropriate
magnetic field, which splits the hyperfine levels because ofvavelengths became available.
the Zeeman effect. Although the transition between Ehe Another technique for improving the performance of the
=3 m=0 to F=4 m=0 is offset somewhat as a result of device is to increase the interaction time in the C region by
this field, the sensitivity to magnetic field inhomogeneities isincreasing its length or by decreasing the velocity of the
reduced, and the clock transition is independent of the magatoms. The ultimate version of this idea may be an “atomic
netic field value in first order. The actual value of the field isfountain” in which atoms are shot upward through the inter-
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action region, reverse direction, and fall back down througtof 1%) is used to lock the incident microwave frequency to
the same region a second time. This idea was proposed motiee clock transition.

than 40 years agtf,but has only recently become feasible as  The beauty of this design is that the microwave transi-
a result of developments in laser cooling and trapping. Theion modulates an optical intensity, and changes in the vis-
fountain idea has a humber of advantages over one-way débsle photon flux are much easier to detect than the same flux
signs. The atoms are moving more slowly and the interactiomf microwave photons would be. On the other hand, the de-
time can be longer as a result. In addition, the fact that atomerease in the transmitted light through the cell must be de-
traverse the interaction region in both directions can be usetécted against the shot noise in the full background light
to cancel a number of systematic offsets that would otherfrom the lamp. Using a discriminator based on the visible
wise have to be estimated during the evaluation process. flux from the lamp makes the device simpler and cheaper,
but it also makes for poorer stability and larger and more
variable frequency offsets than would be found in a good
V. OTHER ATOMIC STANDARDS cesium-based device. This is because of pressure shifts in the

Cesium is not the only atom that can be used as a refegells, light shifts due to the lamp, a large dependence of the
ence for a frequency standard; transitions in rubidium and¢lock frequency on the ambient magnetic field, and other
hydrogen are also commonly used. In order to relate theigffects. The values of many of these parameters must be
frequencies to the Sl definition, devices based on rubidiunghosen as a compromise between accuracy and stability. A
or hydrogen must be calibrated with respect to primaryhigher-intensity lamp, for example, increases the signal to
cesium-based devices if accuracy is important to their use)oise ratio in the resonance-detection circuit, but also in-
As we have discussed above, this is true for commercia¢reases the light shifthe ac Stark effect on the clock tran-
cesium devices as well if the accuracy of the output fre-sition). A typical rubidium-stabilized device might have a
quency is to approach the frequency stability of the devicestability and an accuracy 100 timésr morg poorer than a
In spite of this similarity, there are real differences amongdevice using cesium in the standard beam configuration. In
the devices. terms of the Allan deviatiofito be defined latey the perfor-

Rubidium devices usually use low-pressure rubidium vamance is generally aboutd10~ 1Y 712 for averaging times
por in a cell filled with a buffer gas such as neon or helium(that is, values ofr) between about 1 and 16; the long-
rather than the atomic-beam configuration used for cesiunierm frequency aging is typically on the order of 5
The clock transition is thd&==1, m=0 to F=2, mg=0 x 10~ Ymonth. On the other hand, they are usually substan-
transition in the?S;,, ground state ofRb, its frequency is tially cheaper, lighter, and smaller than standard cesium de-
about 6.83 GHz. The two states of the clock transition arevices.
essentially equally populated in thermal equilibrium. Both the advantages and the limitations of rubidium de-

The atoms are optically pumped into tlke=2 state. vices are due to the implementation in an optically pumped
There are a number of ways of doing this. One commorcell with a buffer gas rather than to any inherent difference
method uses a discharge lamp contaififRp whose lightis  between cesium and rubidium. A cesium-based device that
passed through an absorption cell contairiitiRb. The light used a cell rather than a beam, for example, might have
emerging from the lamp could induce optical frequency tran-many of the advantages of both systems, and such a device
sitions from both thé-=1 andF=2 states to higher excited has been under development for some time. Furthermore, a
levels. However, there is a coincidence between transition®untain based on rubidium would have a number of advan-
in 8Rb and®Rb. The effect of this coincidence is that the tages over a cesium-based device. Although the clock tran-
light which would have induced transitions originating from sition has a lower frequency in rubidium, the atom-atom
the F=2 state is preferentially absorbed in passing througlcollision cross section in the cold beam of a fountain is sub-
the ®Rb filter, whereas the component that interacts with thestantially smaller than in cesiurhso that the beam flux can
F=1 lower state is not. When the filtered light enters thebe greater. The short-term stability will be improved as a
cell, it preferentially excites thE =1 state of the clock tran- result; a number of other systematic offsets would also be
sition because the light that would interact with the=2 smaller. (Improving the short-term stability is a very valu-
state has been preferentially absorbed in¥#b cell. The able advantage, since it eases the requirements on the stabil-
excited atoms decay back to the two ground sub levelsty of the local oscillator which interrogates the atoms and
Those atoms which decay back to the-1 state are prefer- which acts as a flywheel between cycles of the fountain.
entially excited again, while those atoms that decay back to As with cesium and rubidium, the clock transition in a
the F=2 state tend to remain there. The result is to build uphydrogen maser is a hyperfine transition in the ground state
a nonequilibrium distribution in these two sub levels. As inof the atom. The&==0 andF=1 hyperfine states are sepa-
cesium, a magnetic field is applied to split the hyperfine subvated using an inhomogeneous field as in a cesium device,
levels and to reduce the sensitivity to any residual inhomobut instead of using the beam geometry of a cesium-based
geneities and fluctuations in the ambient field. When the midevice, the atoms in the initial state of the clock transition
crowave clock frequency is applied, tRe=1, m=0 state is enter a bulb that is inside of a microwave cavtyln a
partially repopulated by the induced transition between theassive maser, the atoms in the cavity are probed with a
two clock states, the absorption of the incident light from themicrowave signal at 1.42 GHz, and the interaction with the
lamp increases again, and the transmitted intensity drop&toms produces a phase shift in the reflected signal that is
This decrease in transmitted intensftypically on the order dispersive about line center. In an active maser, the losses of
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the cavity are small enough so that the device oscillates atan be isolated from environmental perturbations, or how
the hyperfine transition frequency. well the effects of these perturbations can be estimated and
The frequency of oscillation of an active maser is a func-removed® Quartz—crystal oscillators can be surprisingly
tion of both the cavity resonance frequency and the atomigood in this respect. Even cheap wrist watches have oscilla-
transition frequency, so that some means of stabilizing théors that may have a frequency accuracy of about 1 ppm and
cavity is usually required. Collisions with the walls of the a stability 10 or 50 times better than this. The residual fre-
bulb also affect the frequency of the device. Various stratequency fluctuations are largely due to fluctuations in the am-
gies are used to minimize these effects, including applyindgient temperature, and stabilizing the temperature can im-
special “nonstick” coatings to the inside of the bulb and prove the performance.
actively tuning the resonance frequency of the cavity so that
it is exactly on atomic line center.
In spite of these techniques, hydrogen masers usually”' MEASURING TOOLS AND METHODS

have frequency offsets that are large compared to the stabil- The oscillators that we have discussed above generally
ity of the device(The fractional frequency offset of a hydro- produce a sine-wave output at some convenient frequency
gen maser is often of orderx610~, while the fractional  gych as 5 MHz(This frequency may also be divided down
frequency fluctuations at one day can be as small as Zternally to produce output pulses at a rate of 1 Hz. Crystals
X 10" *%) In addition to being significant, these offsets usu-gesigned for wrist watches and some computer clocks often
ally change slowly with time in ways that are difficult to gperate at 32768 Hz to simplify the design of these 1 Hz
predict. Nevertheless, the frequency stability over short pe”dividers) A simple quartz—crystal oscillator might operate
ods (usually out to at least several daysn be much better gjrectly at the desired output frequency; atomic standards
than the best cesium device. Hydrogen masers are therefoggjate these output signals to the frequency appropriate to the
the devices of choice when the highest possible frequencigference transition by standard techniques of frequency
stability is required and cost is not an issue. multiplication and division. The measurement system thus
Finally, a number of other transitions have been used Qperates at a single frequency independent of the type of
stabilize oscillators. Some of the most stable devices argggijlator that is being evaluated. The choice of this fre-
those using a hyperfine transition in the ground state of aguency involves the usual trade-off between resolution,
alkali-like ion,*® such as'*Hg*.*® This ion has a structure \yhich tends to increase as the frequency is made higher, and
similar to cesium, with a single Selectron outside of a he problems caused by delays and offsets within the mea-
closed shell. The clock transition is the hyperfine transitiong;rement hardware, which tend to be less serious as the fre-
in the ground state analogous to the transition in cesium; i&uency is made lower.
has a frequency of 40.5 GHz. Using a linear ion trap 10 \easuring instruments generally have some kind of dis-
confine the ions, frequency standards with a stability of 2¢riminator at the front end—a circuit that defines an event as
X 10"*/ 72 (where is the averaging time in secondsave  occurring when the input signal crosses a specified reference

been repor}e’& and devices based on other ions are being,ojtage in a specified direction. Exampleak V with a
developed.” These devices have the advantage that the inpgsitive slope in the case of a pulse,®V with a positive

beam configuration. chosen ator neaj a point of maximum slope, so as to mini-
mize the variation in the trigger point due to the finite rise
VI. QUARTZ CRYSTAL OSCILLATORS time of the wave form.

The simplest method of measuring the time difference

Each of the devices we have discussed above is impldsetween two clocks is to open a gate when an event is trig-
mented using a quartz—crystal oscillator whose frequency igered by the first device and to close it on a subsequent event
stabilized to the atomic transition using some form of feed-from the second on¥ The gate could be closed on the very
back loop. The details of the loop design vary from onenext event in the simplest case, or thiéh following one
device to another, but the loop will always have a finitecould be used, which would measure the average time inter-
bandwidth and therefore a finite attack time. The internaval over N events. The gate connects a known high-
oscillator is essentially free running for times much shorterfrequency oscillator to a counter, and the time interval be-
than this attack time, and the stability of all atomic-stabilizedtween the two events is thus measured in units of the period
oscillators is therefore limited at short periods to the free-of this oscillator. The resolution of this method depends on
running stability of the internal quartz oscillatoThe the frequency of this oscillator and the speed of the counter,
boundary between *“short” and “long” periods varies from while the accuracy depends on a number of parameters in-
one device to another, of course. A typical value for manycluding the latency in the gate hardware and any variations
commercial devices is probably on the order of secgnds. in the rise time of the input wave forms. The resolution can

An obvious simplification would be to use the bare be improved by adding an analog interpolator to the digital
quartz—crystal oscillator and to dispense altogether with theounter, and a number of commercial devices use this
stabilizer based on the atomic transition. The stability ofmethod to achieve sub-nanosecond resolution without the
such a device is clearly the same as an atomic-based systeraed for a reference oscillator whose frequency is 1 GHz or
at sufficiently short times. The stability at longer times will greater.
depend on how well the quartz crystal frequency reference In addition to these obvious limitations, time-difference
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measurements using fast pulses have additional problemsgy (NIST) system is only a few ps—about a factor of 10 or
Reflections from imperfectly terminated cables may distort20 poorer than its resolution.
the edge of a sharp pulse, and long cables may have enough Heterodyne methods are well suited to evaluating the
shunt capacitance to round it by a significant amount. Irfrequency stability of an oscillator, but they often have prob-
addition to distorting the wave forms and affecting the trig-lems in measuring time differences because they usually
ger point of the discriminators, these reflections can alter thBave an offset, which is an unknown number of cycles of the
effective load impedance seen by the oscillator and pull it offinput frequencies. Thus the time difference between two
frequency. Isolation and driver amplifiers are usually re-clocks measured using the NIST mixer system is offset with
guired to minimize the mutual interactions and complicatedespect to measurements made using a system based on the 1
reflections that can occur when several devices must be comiz pulse hardware by an arbitrary number of periods of the 5
nected to the same oscillator, and the delays through theddHz input frequency(i.e., some multiple of 200 nsTo
amplifiers must be measured. These problems can be aélirther complicate the problem, this offset can change if the
dressed by careful design, but it is quite difficult to constructpower is interrupted or if the system stops for any other
a direct time-difference measurement system whose medeason.
surement noise does not degrade the time stability of a top- The offset between the two measurement systems must
quality oscillator, and other methods have been developebe measured initially, but it is not too difficult to recover it
for this reason. Averaging a number of closely spaced timeafter a power failure, since the step must be an exact multiple
difference measurements is usually not of much help becausé 200 ns. Using the last known time difference and fre-
these effects tend to be slowly varying systematic offsetsguency offset, the current time can be predicted using a
which change only slowly in time. simple linear extrapolation. This prediction is then compared

Many measurement techniques are based on some fOI’VMith the current measurement, and the integer number of
of heterodyne system. The sine-wave output of the oscillatogycles is setin the software of the measurement system
under test can be mixed with a second reference oscillatdhat the prediction and the measurement agree. This constant
which has the same nominal frequency, and the much lowef then used to correct all subsequent measurements. The
difference frequency can then be analyzed in a number dfick of closure in this method is proportional to the fre-
different ways. If the reference oscillator is loosely locked toduency dispersion of the clock multiplied by the time inter-
the device under test, for example, then the variations in th¥al since the last measurement cycle, and the procedure will
phase of the beat frequency can be used to study the fadgfambiguously determine the proper integer if this time dis-
fluctuations in the frequency of the device under test. Thd€rsion is significantly less than 200 ns. This criterion is
error signal in the lock loop provides information on the €asily satisfied for a rubidium standard if the time interval is
longer-period fluctuations. The distinction between “fast’ 1€ss than a few hours; the corresponding time interval for
and “slow” would be set by the time constant of the lock C€sium devices is generally at least a day.
loop. Given the difficulties of making measurements using 1

This technique can be used to compare two oscillator§!Z pulses, it is natural to consider abandoning them in favor
by mixing a third reference oscillator with each of them and®f Phase measurements of sine waves. The principal reason
then analyzing the two difference frequencies using the timefor not doing this now is that almost all of the methods that
interval counter discussed above. In the version of this ide&e used to distribute time are designed around 1 Hz ticks.
developed at NIST? this third frequency is not an indepen- As we will see below, extracting 1 Hz ticks from a GPS
dent oscillator, but is derived from one of the input Signa|ssignal is a straightforward business in principle, while phase
using a frequency synthesizer. The difference frequency hakomparisons between a local 5 MHz oscillator and the same
a nominal value of 10 Hz in this case. The time interval GPS signal have a number of awkward aspects and ambigu-
counter runs with an input frequency of 10 MHz and canities. Very similar problems also make measurements on 1
therefore resolve a time interval of 10 of a cycle. This is HZ pulses the method of choice in two-way satellite time
equivalent to a time-interval measurement with a resolutiorfransfer.
of 0.2 ps at the 5 MHz input frequency.

All of these heterodyne methods share a common advany|||. NOISE AND MEASURES OF STABILITY
tage: the effects of the inevitable time delays in the measureA Introducti h bl
ment system are made less significant by performing the” htroduction to the problem
measurement at a lower frequency where they make a much We now turn to looking at ways of characterizing the
smaller fractional contribution to the periods of the signalsperformance of clocks and oscillators. The simple notions of
under test. Furthermore, the resolution of the final time-Gaussian random variables will turn out to be inadequate for
interval counter is increased by the ratio of the input frequenthis job, because many of the noise processes in clocks are
cies to the output difference frequenci®&MHz to 10 Hz in  not even close to Gaussian. In particular, the common no-
the NIST systern This method does not obviate the need fortions of mean and standard deviatigwhich completely
careful design of the front-end electronics—if anything thecharacterize a Gaussian distributiamust be applied with
increased resolution of the back-end measurement systegreat care—while their values usually exist in a formal sense,
places a heavier burden on the high-frequency portions of thithey do not have the nice properties that we usually think of
circuits and the transmission systems. As an example, the@hen these parameters are used to characterize a true Gauss-
stability of the National Institute of Standards and Technol-ian variable. In particular, calculating either the mean or the
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standard deviation of one of these data set results in esti-
mates that are not stationary and that depend on the length of
the time series used for the analysis.

When we speak of the time or frequency of a clock in(b)
the following discussion, we almost always measative
values. Time is measured as the differeficeseconds be-
tween the device under discussion and a second identical
noiseless one, and frequency is fhactional frequency dif-
ference between the same two devices. If the nominal fre-
guency of the devices isy, and if the phase difference
between them at some instantds then the fractional fre-
guency differencey, is given in terms of the time derivative
of the phase by

¢

y= 2771)0.

D

Using this convention, frequencies are dimensionless quanti-
ties. We will also use the term frequency aging to denote
slow changes in the fractional frequen@yhere slow means
long with respect to 3/ and certainly with respect to the
much smaller 1/,). The unit of frequency aging is S.

B. Separation of variance

Noiseless measuring systems and perfect clocks are
scarce commodities, and we must use real devices in a tegt

Judah Levine

correlated—the variances estimated in this way can
even be negative in this case despite the fact that this is
impossible on physical grounds.

We are trying to evaluatéor synchronizg¢ a device
using data that we receive from a distant calibration
source over a noisy channel. Even though the reference
device may be much more stable than the device under
test, its data are degraded by the channel noise.

It would be very helpful to be able to separate the
contributions to the variance due to the channel and the
local clock in this configuration. This separation is im-
portant for two reasons. In the first place, it tells us
which part of the overall system is limiting its overall
performance, and where we should spend time and ef-
fort to improve things. In the second place, separation
of variance plays a central role in designing methods
for synchronizing clocks when the calibration data are
degraded in this way.

This situation arises in a number of difference con-
texts. We discuss later two common situations: syn-
chronizing local clocks to GPS signals which are de-
graded by selective availability and other effects and
synchronizing clocks using time signals transmitted
over packet networks such as the Internet.

Measurement noise

system and extract from these data the performance param- All of the instruments that are used for time and fre-
eters of each of the devices. One of the most important asguency measurements have some kind of discriminator at the
pects of this job is the concept of separation of variance—input—something that is triggered when the input wave form
that is identifying which part of the system is responsible forcrosses some preset threshold. Any noise on the input signal
the observed fluctuations in the data. This idea most oftesombines with the internal noise of the circuit to produce a

arises in two contexts:

(@

jitter in the trigger point. These effects will produce a fluc-

. . _tuation in the measured time difference between two clocks
We are trying to evaluate the performance of a device . ) L
ying P that has nothing to do with the clocks themselves—it arises

or system and we would like to be able to separate its ) ;
urely in the measurement process and there is no corre-

performance from the noise due to the system that Wé)Ponding jitter in the underlying frequency difference be-

are using as a reference. Both systems can be phySiCE\Neen the two devices. It is especially important that we
clocks or pseudo clocks, such as time scales. This jo ' P y Imp

is easy if the reference is much less noisy than thedevelop techniques that can identify the source of these fluc-
device under test: if this is not the case then the “three_tuations in the data in applications where the goal is to syn-
cornered hat” méthod can be us&d: chronize the local clock to a second standard. Adjusting the

Suppose we have three devices whose individm[.requency of the local clock to compensate for this measured

. : . ime jitter is almost always the wrong thing to do, as we will
variances arer{, of, and of. We wish to estimate See lJ)eIow y g thing

h rameter w n onl mpare th Vi . . . .
these parameters, but we can only compare the devices If the input data are a sine wave with amplitudeand

h other usin ir-wi mparisons. The mea: " . .
to each other using pa >€ comparisons S e"j‘frequencyw, then additive noise at the input to the discrimi-

sured variances of these pair-wise comparisonsrare . . . o
> 2 € P b . ér nator of amplitudev,, will result in a time jitter whose am-
o, andoy;. If the variances of the three devices are . .

) plitude is approximately

roughly equal, then we can estimate the three indi-
vidual variances by Vi,

02 Oﬁ-i'O'ﬁi—O'jzk Atgm (3)
' 2 ’ We usually assume that in each discriminator the equivalent
noise voltage at the input is not correlated with the corre-

, Ohtoti—of sponding input signal, so that the time jitter in each channel
I S 2 has no mean offset relative to the corresponding noise-free

o o? trigger point. Consecutive measurements of the time differ-
o= ikt Ok 0 _ ence are then randomly distributed about a mean value that
2 represents the actual time difference between the two clocks.

These estimates can be misleading if the variances aié the instantaneous noise-induced offset in the trigger point
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at some epochis €(t), then the independence between thequency of the device whose autocorrelation function is a

signal and the noise in each channel implies that delta function. By analogy with the argument above, we
) would call this white frequency noise.
(e(e(t+7))=(e(t)o(r). (4) The frequency fluctuations in the oscillator result in time

Since the autocorrelation oé(t) is a delta function, its fluctuations as well. If we started the device at some tifie

power spectrum is constant for all frequencies, and measurd? the past, and if the instantaneous frequency at any time is
ment noise of this type is often called white phase noise fo¥(7), then the time difference at some epddmetween this
this reason(Although white phase noise is often thought of o§C|IIator and a .second noiseless but otherwise identical de-
as a Gaussian variable, this is not necessarily true. While thdC€ would be given by
properties described above amecessaryfor the statistical t
distribution of the phase noise to be Gaussian, they are not X(t)= LTY( m)dr. ©)
sufficientto guarantee this. Nevertheless, although the indi-
vidual noise-induced offsets may or may not be Gaussianlhe integration of the instantaneous frequency offset to pro-
consecutive estimates of their mean will exhibit a Gaussiagluce a time difference has an important consequence for the
distribution as a result of the central limit theorem of statis-power spectrum of the resulting time fluctuations. If the fluc-
tics.) tuations iny(7) are dominated by white frequency noise,

Note that Eqg.(4) is only an approximation—we cannot then its spectral density is a constant at all frequerigiesp-
make 7 either very small or very large and so the autocorre4ng in mind the comment above that the infinities implied by
lation is in fact bounded at small times by the finite band-this formal description are not a problem because of the fi-
width of the measurement system and at long times by thaite limits both in time and in frequency of a real-world
length of the experiment. A real-world spectrum will there- situation. That is, the Fourier expansion §{7), the fre-
fore be not quite “white” for very short or very long mea- quency offset of the oscillator as a function of time, is given
surement intervals but this is usually not important. The fi-in terms of the Fourier frequendy by
nite response time of the overall system limits the
importance of very high-frequency noise, and other sources y(T):f Y(Q)e'7dQ, (6)
of noise always become important at longer averaging times.

If the white phase noise is superimposed on a constarwhere
frequency offset between the two devices, then consecutive _

: . ; . . lY(Q)|=C 7

measured time differences will scatter uniformly about a line
whose slope is given by this offset frequency. Because o&ndC is a constant. Keep in mind that the varialyleepre-
this uniform scatter, the frequency difference between theents the real fractional frequency difference between two
two oscillators can be estimated using the usual least-squaresminally identical physical oscillators. Unfortunately, this
machinery. Although the white phase noise will contribute toquantity is not a constant. The expressy{m) expresses the
the uncertainty of this estimate, it will not introduce a bias—Variation iny in the time domain as a function of epoeh
frequency estimates computed from different blocks of datavhile Y({) expresses this variation in the Fourier frequency
will scatter uniformly about the true frequency offset be-domain as a function of Fourier frequen@y Also note that
tween the two devices. The statistical distribution of theseé=q. (7) cannot be literally correct for a true noise process.
frequency estimates can be calculated using the standakie will discuss this point in more detail below.
methods of propagation of error. Using Egs.(5), (6), and(7), we can see that the power
spectral density oX(t) is not white but rather varies as(1?
with an amplitude determined g in Eq. (7). Thus there is
a fundamental difference between white phase noise and
white frequency noise. The former results in time-difference

Although white phase noise arises in the measuremerftuctuations that still have a white spectrum, while the inte-
process and is not due to the oscillator itself, there are alsgration implied by the relationship between time and fre-
noise sources within the oscillator that we must consider. Agjluency causes white frequency noise to have a ‘“red”
we discussed above, an atomic clgok any other oscillator Fourier-frequency dependence when its effect on time-
for that mattey, is comprised of two basic components: a difference measurements is considered. This is an important
frequency referencésuch as an atomic transition or a vibra- conclusion because it means that we can distinguish between
tional mode in a piece of quaitand an oscillator that inter- frequency noise and phase noise by examining the shape of
rogates this reference frequency and is locked to it by mearthe Fourier spectrum of the time-difference ddfhe form
of some kind of feedback loop. As with all circuits, there will of the dependence on Fourier frequency distinguishes the
inevitably be some noise in this feedback lo@uwe to shot two cases—not the magnitude of the spectral density itself.
noise in the number of atoms that are interrogated or Johnson Unlike the white phase noise case, if there is a determin-
noise in the circuit resistoysand this noise will produce istic frequency offset between two devices whose noise spec-
jitter in the lock point of the oscillator. In the best of all tra are characterized by white frequency noise, it is ho longer
possible cases, this noise will not be correlated with the sigtrue that the time differences between the devices will scatter
nals in the feedback loop. Using exactly the same argumentniformly about a simple straight line determined from this
as above, this noise will produce jitter in the output fre-offset. A least-squares fit of a straight line to these time

D. Frequency noise processes
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differences will not result in a statistically robust estimate of  Since the aging and the frequency specify the time evo-
this frequency offset for this reasof\WWe mean by this that Iution of the frequency and the time, respectively, white fre-
the mean difference between these estimates and the undguency aging is sometimes called random-walk frequency
lying deterministic frequency offset is zerand that the noise in the literature and white frequency noise is some-
mean and variance are characteristics of the data set and ammes called random-walk phase noise.
independent of the sample size or of which portion of the  There is another way of thinking of the differences
data is used for computing the estimatdowever, consecu- among the types of noise processes. If a time-difference mea-
tive frequency estimates.e., the first difference of the time surement process can be characterized as being limited by
differences normalized by the time interval between thempure white phase noise, then there is an underlying time dif-
are distributed uniformly about the mean frequency offsetference between the two devices. The measurements scatter
and the average of these first differences will produce a staabout the true time difference, but the distribution of the
tistically robust estimate of the deterministic frequency offsetmeasurement®r at worst the mean of a group of thggan
with a well-defined variance. be characterized by a simple Gaussian distribution with only
These results illustrate a more general conclusionfwo parameters: a mean and a standard deviation. We can
namely that there is no single optimum method for estimatimprove our estimate of the mean time difference by averag-
ing clock parameters. The best strategy depends on the umg more and more observations, and this improvement can
derlying noise type. Unfortunately, there is no simple opti-continue forever in principle. There is no optimum averaging
mum strategy for some types of noiffcker processes, for time in this simple situation—the more data we are prepared
example, and the best we can do is an approximate analysito average the better our estimate of the mean time difference
whose predictions are not statistically robust. will be. As we discussed above, a least-squares fit of a
It is clear that these ideas could be extended to higherstraight line to these time differences can be used to compute
order derivatives. If we had an oscillator in which the fre- a statistically robust estimate of the frequency difference be-
guencyaging d(7), had uncorrelated fluctuations about atween the two devices.

(possibly nonzeromean value, then, by analogy with Eq. The situation is fundamentally different for a measure-
(5), the frequency at any time would be given by ment in which one of the contributing clocks is dominated by
zero-mean white frequency noise. Now it is the frequency
y(t)=y(0)+ f d(7)dr. (8)  that can be characterizédt least approximatelyby a single
parameter—the standard deviation. If the time difference be-

Using the same argument as above, this white frequency ag/eéen two identical devices at some epocK(s), we would

ing would result in fluctuations in the frequency difference estimate the time difference a short time in the future using
between this clock and an identical noiseless one that varied

as 10?2 relative to the spectral density of the aging itself. X(t+ =X +yO)7, ©
The time differences between the two devices would have &herey(t) is the instantaneous value of the white frequency
spectrum that varied asQ# relative to the aging, since the noise, and

aging must be integrated once to compute the frequency and

a second time to compute the time difference. Again, we  (Y(1))=0, (10
could distinguish the different contributions by examining VIR
the shape of the Fourier spectrum of the time differences. (y(t)=e. (12)

_Using the same sort of argument as above, when thgjncey(t) has a mean of 0 by assumption, the time differ-
noise spectrum of the device is dominated by white fre-ance at the next instant is distributed uniformly about the
quency aging, we cannot make a statistically robust estimatg,rrent value ofX, and the mean value of(t+ 7) is clearly
of the frequency of a device by averaging the consecutivg((t)_ In other words, for a clock whose performance is
frgquency (_astimates, since those estimates are no longer digsminated by zero-mean white frequency noise, the opti-
tributed uniformly about a mean value. The best we can donym prediction of the next measurement is exactly the cur-

now is to estﬁmate amean value for the frequency aging. rent measurement with no averaging. Note that this does not
The previous discussion used the power spectrum of thgean that our prediction is that

time differences as the benchmark, but it is also common in

the literature to find a discussion in which the relative depen-  X(t+ 7)=X(t), (12
dencies on Fourier frequency are described with respect to

the power spectrum of the frequency fluctuations. The relaPut rather that
tionship between frequency and phase specified in(Bgs (X(t+7)—X(1))=0, (13)
unchanged, of course—only the benchmark spectrum is dif-

ferent. White phase noise would then be characterized ashich is a much weaker statement because it does not mean
having a relative dependence proportional to the square dhat our prediction will be correct, but only that it will be
the Fourier frequency in this case. A white frequency-agingunbiased on the average. This is, of course, the best that we
process would be described as having a relative dependencan do under the circumstances. The frequencies in consecu-
on Fourier frequency of Q1?, where both of these spectra tive time intervals are uncorrelated with each other by defi-
would be evaluated relative to the power spectrum of thenition, and no amount of past history will help us to predict
frequency fluctuations. what will happen next. The point is that this is the opposite
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extreme from the discussion above for white phase noisdng the two-sample or Allan variance. Suppose we have mea-
where the optimum estimate of the time difference was obsured the time difference between two clocks at titnesnd
tained with infinite averaging of older data. t,=t,;+ 7. If we want to predict the time difference at a time

Clearly, there must be an intermediate case betweety=t,+ 7, then we would use the two measurements to es-
white phase noise and white frequency noise, where sommate the frequency difference between the two clocks dur-
amount averaging would be the optimum strategy, and thiing the first interval
domain is called the “flicker” domain. Physically speaking,
the oscillator frequency has a finite memory in this domain. :M

2 (14

Although the frequency of the oscillator is still distributed T
uniformly about a mean value of 0, consecutive values of the,q \ye would combine this estimate with the measurement
frequency are npt_ mdependent_ of each other and time d|fferatt2 to estimate the value at ting:
ences over sufficiently short times are correlated. Both the
frequency and the time differences have a short-term — X(tg)=X(t,)+y5m=2X(t,)—X(t), (15
“smoothness” that is not characteristic of a true random
variable. Flicker phase noise is intermediate between whit
phase noise and white frequency noise, and we would theré . . ) o
fore expect that the spectral density of the time differencethe \{al_ue in the previous '”te“"’?"- If this is not_ the case, the
data would vary as the inverse of the Fourier frequency relapredlctlon error will be proportional to the difference be-

tive to the spectral density of the phase fluctuations themt/een _the actual frequenpy n the_lnter\(al petweggndt&
selves. which isy,3, and our estimate of it, which is that it was the

The same kind of discussion can be used to define S&Me as the average frequency over the previous interval

flicker frquency n0|se.that is midway between white fre- e=X(t3)—5<(t3)~y23—y12. (16)
guency noise and white agingr random walk of fre- _ _ _

quency. The underlying physical effect is the same, exceptE_xp_ressed in terms of time dn‘f‘erence measurements, the pre-
that now it is the frequency aging that has short-period cordiction error would be proportional to

relations. We could think of a flicker process as resulting X(ts) — 2X(t,) + X(t,)

from a very large number of very small jumps—not much (17)
happens in the short term because the individual jumps are T

very small, but the integral of them eventually produces @and the mean-square value of this quantity, usually desig-

significant effect. The memory of the process is then relate¢gted a37-§(7-), is called the two-sampléor Allan) variance

to this integration time. for an averaging time of. (The variance is actually defined
Data that are dominated by flicker-type processes args one half of this mean-square value so that it will be con-

difficult to analyze. They appear deterministic over short pesistent with other estimators when the input data are charac-

riods of time, and there is a temptation to try to treat them aserized by white phase noige.

white noise combined with a deterministic signal—a strategy  If the frequency of the oscillator is absolutely constant
that fails once the coherence time is reached. On the othgjyer these time intervals, then the expressions in ELR).
hand, they are not quite noise either—the correlation beand(17) are nonzero only because of the white phase noise
tween consecutive measurements provides useful informahat contributes to the measurementsXfand indirectly
tion over relatively short time intervals, and short data setshrough Eq.(14) to our estimates of]. The numerators of
can be well characterized using standard statistical measuresgs.(14) or (17) are independent of in this case so that the
However, the variance at longer periods is much larger thap|lan variance for measurements dominated by white phase
the magnitude expected based on the short-period standag@dise will vary as 1#2.
deviation. - . If the frequency of the oscillator varies with time, then
The finite-length averages that we have discussed can hge numerator in Eq(14) will have a dependence on At
realized using a sliding window on the input data set. This igeast whenr is sufficiently small, this dependence must con-

simple in principle but requires that previous input data bexain only non-negative powers of because it must be that
stored; an alternative way of realizing essentially the same

transfer function is to use a recursive filter on the output X(t+7)-X(t)—0 as 7—-0. (18)

values. This method is often used in time scales, since thesge Allan variance must therefore decrease more slowly than
algorithms are commonly cast recursively. Both the recur4/:2 in this case and may actually increase withif the
sive and nonrecursive methods could be used to realize a¥xpansion of the numerator in Ed.7) contains a sufficiently
erages with more complicated transfer functions. Thes‘i‘arge power ofr.
meth9d231 are often used in the analysis of data in the time The Allan variance measures predictability in the rather
domain: narrow sense of Eq15). However, it does not make a clear
distinction between oscillators that have stochastic frequency
noise and those that may have deterministic frequency varia-
tion (a constant frequency aging, for exampleven though
The ability to predict the future performance of a clock such a deterministic parameter might be included in a modi-
based on past measurements can be quantified by considéied version of Eq(15). It also does not give any information

here we have assuméfbr lack of any better choigethat
he frequency in the interval betweenandt; is the same as

E. Two-sample Allan variance



2578 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999 Judah Levine

TABLE I. Summary of noise types.

Name Slope of spectral density Slope of two-sample variance
Phase Frequency Simple Modified Time
White phase noise 0 02 -2 -3 -1
Flicker phase noise o Q -2 -2 0
White frequency noise 02 0 -1 -1 1
(Random-walk phage
Flicker frequency noise o8 1/Q 0 0 2
White frequency aging 4 1/0? 1 1 3

(Random-walk frequengy

about frequency accuracy—arbitrarily large frequency off-tral density can be approximated by a series of straight-line
sets will make no contribution to Eq&L6) or (17). segments on a log—log plot in this case, and the approxima-
A constant frequency offset will result in time differ- tion that only a single type of noise dominates the spectrum
ences that increase linearly with time, and a constant frein each one of the corresponding Fourier frequency/
guency aging results in a quadratic dependence of the timaveraging time domains is well justified in practice. We have
differences. It is tempting to remove eith@r both of these  already mentioned the five most common noise processes in
effects using standard least-squares methods before compueteck data, and their properties are summarized in Table I.
ing the Allan variance. As we have discussed above, least- This relationship between Allan variance, spectral den-
squares estimators may produce biased estimates if they asity, and noise type has three important limitations. The first
used on data containing appreciable variance due to randoris that the slope of the simple Allan variance that we have
walk or flicker processes; the resulting Allan variance esti-defined above cannot distinguish between flicker phase

mates are likely to be too small as a result. modulation and white phase modulation—in both cases the

slope is 1#2. This defect can be remedied by defining a
F. Relationship between the Fourier decomposition modified Allan varianc® (MOD AVAR) which replaces the
and the Allan variance time differences in Eq(17) [or the frequencies of Eq16)]

The Allan variance and Fourier decomposition views ofVith averages over a number of adjacent intervals. The prin-
the noise process are always valid in principle, but they ar&ipal advantage of this modification is that it provides a way

particularly useful if the measurements are dominated by &f distinguishing between white phase noise and flicker
single noise process, since both parameters have particulaf!@S€ noise, as is shown in Table I. A relative of the modi-
simple forms in these special cases. Specifically, if the slopfé‘ed Allan variance is the time variance, usually called

” ; 2 23 ; H
of the power spectral density as a function of frequency on a1 VAR and designateda;(7).” It is an estimate of the
log—log plot has a slope af, that is if the spectral density of M€ dispersion resulting from the corresponding frequency

the frequency fluctuations is such that variance, and it is normalized so as to be consistent with the
conventional definition of the variance when the data are
S(Q)=h, Q% (19  dominated by white phase noise. It is defined by
whereh,, is a constant scale factor amdis an integer such )
r
that o2= moda(7). (23
—2=sa<], (20

then the two-sample ordinary Allan variance we have deit has the same statistical properties as the modified Allan
fined abovdas one half of the mean square of Etj7)], has  variance, but it is somewhat easier to interpret in applications
a slope ofu when plotted as a function of averaging time onwhere time dispersion rather than frequency dispersion is of
a log—log plot. That is, primary concern. Using TVAR, it is also somewhat easier to
Y identify the onset of the domain in which white frequency
oy(7)=b,7 @D noise dominates the spectrum by simply looking at the plot
with of the variance as a function of averaging time. This is be-
cause it is easier to see the point at which the slope of TVAR
p=—a-l (22 changes from 0 te-1 than it is to identify the point at which
Measuring the slope of the Allan variance as a function ofthe slope of MOD AVAR changes from2 to —1 (see Table
averaging time therefore determines the slope of the spectrél.
density and the noise type. This is a substantial advantage, The second limitation is that the relationship between the
because computing the Allan variance is usually a much simAllan variance and the slope of the power spectral density
pler job than computing the full power spectrum. This pro-depends on the fact that the input data are really noise and do
cedure is most useful when the spectrum is dominated by aot have any coherent variation. The most common excep-
single noise type in each range of Fourier frequency andion to this assumption is the case of deterministic frequency
averaging time, which is quite often the case for many clocksging—the relatively constant drift in the frequency of hy-
and oscillators. Both the Allan variance and the power specdrogen masers, for example, or a nearly diurnal frequency
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fluctuation in quartz—crystal oscillators driven by changes inother words, the Fourier decomposition of a white noise pro-
the ambient temperature. Both the Allan variance and theess is not a smooth straight line but is itself a random vari-
spectral density function are well defined in these cases, batble whose statistical properties can be derived from the
the simple relationships we have described are no longeriginal time series(Although more sophisticated analyses
valid. The spectral density function of a periodic signal is, ofare usually used, the spectral densities are linear combina-
course, not a smoothly varying function but a peak at theions of the time series data, and the standard methods of
corresponding frequency, while the Allan variance oscillategpropagation of error can be applied to estimate the variance
at the period of the perturbation and no longer has a simplef the spectral density.
monotonic slope either. It is common practice to reduce the variance in the Fou-
The third limitation is that the variance is a statistical rier coefficients by averaging a number of adjacent values.
parameter, and it does not give any information on worst-The simplest method is a straight average which effectively
case performance. This problem is not unique to the Allanweights the adjacent points equally, but more complicated
variance, of course—all statistical estimators share this fail“triangular” functions (such as 1/6, 2/3, 1/6 or 0.23, 0.54,
ing. It is possible, however, to define an uncertainty in an0.23 are also used. These averages provide a trade-off of
Allan variance estimat&“?® while this does not speak to stability against frequency resolution. The practice of aver-
worst-case performance, it does provide some informatiomaging adjacent estimates using a sliding window is math-
on the width of the distribution function—that is on the ematically equivalent to convolving the Fourier coefficients
spread that might be expected from measurements on an ewith the square or triangular-shaped function derived from
semble of identical oscillators. It is also important to remem-the weights. This convolution in turn is equivalent to multi-
ber that both mod avar and tvar are computed using an aplying the original time series by a “windowing” function
erage over adjacent frequency estimates, and the resultirigat varies smoothly from a maximum at the midpoint of the
magnitudes are not the same as what would be obtained frodata set to zero at the end points.

the same device measured without that averaging. The choice of windowing function is particularly impor-
tant when analyzing time series that have significant power
G. Uncertainty of the Allan variance at discrete frequencies, since the windowing process can af-

. . ) ) fect both the magnitude and shape of these “bright lines.”

. The uncgrta|r_1ty n the Allfan variance estimate f_or @More generally, the windowing operation can cause ambigu-
given averaging 'tlme is proportlonal .to the number of dlffgr- ities when the width of the windowing functidin frequency
ences that contribute to it. ,If the entllre da’Fa set'spans a t'm§pacee contains statistically significant variation in the power
T’. for example_, then an estimate using a time dl_fference of spectral density of the data, since quantitative estimates of
will be comprised of aboufl/27 estimates. This number o shectral density will depend on the shape of the window

clearly decreases with averaging time, so that the uncertair_niy] this cas€® Analyzing a data set that contains a number of

in each estimate must increase as the averaging time g erete spectral components requires considerable care in
creases. In the limit we will have only one estimate for an

o P~ q il h | i the choice of a windowing function because a poor choice
averaging time ofr="T/2, and we will have almost no infor- ., vaqit in frequency aliases—spurious peaks in the spec-

mation at all about |ts_ uncert.amty as a result. To make Matg | density corresponding to frequencies that are not really
ters worse, consecutive estimates of the frequency have esent in the time series. It is common practice to remove

correlation that depends on the noise type, so that simpl such bright lines(using simple least squares, for example

minded estimates of the number of degrees of freedom cagysq,e estimating the spectral density. This process is called
be misleading even for small averaging times. “pre-whitening.”

The summation of Eq(17) that is required to compute
the Allan variance can be considered to be a convolution of
the input data SE'X(tJ) with the series 1-2,1,0,....If the |. Other noise estimators
series of time differences are dominated by noise processes o i i
A number of applications require an estimator that pro-

(rather than deterministic effegtshen it is likely that the id fth her than th
series will be at least approximately stationary. If this is theVId€S some measure of the worst-casaher than the aver-
erformance of an oscillator. The most common appli-

case, then we can replace the ordinary convolution with é\g@ pert . .
circular one?® and this change removes the difficulty in the cathn IS the use Of_ 0§C|Ilat0rs o synphromze thg
calculation for large time differences. If the data are not Sta_multlplexors n communications systgms_. T_h|5 hardwe_lre IS
tionary initially, then it may be possible to pre-whiten them used to combine data} from sev_e_ra_l cireuits into one _hlgher-
using digital filter techniques or by removing a low-order SP€€d data stream using time-division multipleximwhich
polynomial first2’ each input circuit is given a periodic time sl)c&his com-

bined stream is de-multiplexed at the other end of the line
using receiving hardware that routes the data to the appro-
priate output line based on the same time-slice logic. A cer-

The uncertainties in Fourier frequency estimates of nois¢ain amount of frequency difference between the hardware at
processes are discussed in the literaffiilthough Eq.(7)  the end points can be accommodated by “slip” buffers, but
(and other Fourier estimates of noisy seriascurately char- these have finite capacity, and thximumtime dispersion
acterizes the power spectral density of white noise in thend frequency difference between the two end stations must
mean, there are significant uncertainties in the estimates. Ipe controlled to prevent overflowing these buffés.

H. Uncertainty using Fourier decomposition
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This requirement leads naturally to the concept ofance(or its square root, the standard deviajimombined
MTIE—the maximum peak-to-peak time-interval error in with the number of degrees of freedom in the estimate. If
some observation tim&,.3! A number of different versions needed, covariances are also specified. These terms have
of MTIE exist—in some cases the reference for the measureaheir conventional statistical definitions.
ment is the input frequency to the network element and in  Type B uncertainties are also characterized by a variance
other cases it is an external standard reference frequency. (or its square root, the standard deviajiobhe variances are

In addition to specifyingl, measurements of MTIE usu- approximations to the corresponding statistical parameters,
ally also specify some observation period for the measurethe existence of which is assumed. If needed, covariances are
ments of the time dispersion. This is often implemented as &ncluded in the same way.

sliding window of width7<T. The value of MTIE for the The combined uncertainty is computed in the usual way
complete data set is the maximum of the values for each ddis the simple sum of the variances, and the combined stan-
the windows. dard deviation is the square of the sum of the squares of the

The variation of MTIE with7 can provide some insight contributing standard deviationélhe guide recognizes that
into the character of the frequency offset between the twdn some applications it may be appropriate to multiply the
clocks. A static frequency offset, for example, produces aombined uncertainty by an additional “coverage” factor;
value of MTIE that increases strictly linearly with The  this factor must be specified when it is used.
converse is not necessarily true, however. Random-walk pro- The procedure of simply summing the variances to com-
cesses can produce almost the same effect. pute the combined uncertainty is justified if the contributions

Another estimator that is often used in telecommunica-are statistically independent of each other—an assumption
tions work is ZTIE. This estimator uses averages of the firsthat is easy to make but hard to prove. In principle, it is
difference of the time datfEq. (14)] instead of the second possible to deal with data where the observations are not
differences[Eg. (17)] as in the Allan variance. As with statistically independent of each other, but this is difficult in
MTIE, the value of the estimator is the maximum value of practice because the correlation coefficients are usually not
the statistic over the averaging window. well known. Furthermoréas we discussed abgyesumming

Both ZTIE and MTIE are sensitive to static frequency variancegor averaging dadahat are dominated by flicker or
offsets, whereas AVARIn all its variation$ is not. A clock  random-walk noise processes usually does not produce esti-
with an arbitrarily large and constant frequency offset is amates that are statistically robust. As a specific case in point,
“good” clock by AVAR standards—while its time disper- while adding more and better clocks to EAL certainly helps
sion will eventually become very large, its performance ismatters, the accuracy of TAl is still evaluated by using data
predictable The same clock is not nearly so useful by MTIE from primary frequency standards.
or ZTIE standards because its static frequency offset will  If the combined uncertainty is computed as the simple
produce repeated overflows of the slip buffers when it is usedum of variances of all types then identifying a particular
as the reference for a communications switch. The fact thatontributor as being of type “A” or “B” does not affect the
these overflows are regular and predictable is beside thiénal result, since only the magnitude of each contribution is
point. In addition, MTIE is more sensitive to transients—it significant. However, it is useful in that it makes it easier to
will give a better estimate of the worst-case performancaunderstand how the result was obtained. Many time and fre-
because of this, but it can also become saturated by a singtpiency applications depend more on the stabibtypredict-
event that will mask its response to the remainder of the datability) of a device or on its frequency accuracy. In these

applications the question of type A versus type B is less

important than the magnitude of the Allan variander
IX. REPORTING THE UNCERTAINTY OF A stability/predictability or MTIE (for accuracy.

MEASUREMENT

In 1978, the International Committee on Weights andx_ TRANSMITTING TIME AND FREQUENCY
MeasuregCIPM) requested that the BIPM address the prOb'INFORMATION
lem of the lack of an international consensus on the expres-
sion of uncertainties in measurements. The BIPM convened We now turn to a discussion of how time and frequency
a working group, which produces a number of recommendainformation is transmitted. Distribution systems based on
tions. These were approved by the CIPM in 1¥&ind were  relatively simple radio broadcasts were adequate in the early
reaffirmed in 19862 These recommendations have beendays, because the clocks themselves were not very good. The
published as the “Guide to the Expression of Uncertainty intransit time of an electromagnetic signal is aboutsgkm; in
Measurement. 4 the “old days” errors in estimating this delay were usually
The guide divides uncertainties into two categories: typenot significant compared to the time dispersion of the clocks
A uncertainties, in which the method of evaluation uses stathemselves.
tistical analysis of a series of observations, and type B un-  Short-wave signals from radio stations such as WwWV
certainties, in which the method of evaluation is by meansand low frequency(60 kH2) signals from stations such as
other than statistical analysis. Note that there is no directWWVB continue to be widely used for transmitting time and
correspondence with the terms “random” and “systematic” frequency information(A complete list of stations that trans-
errors. mit time and frequency information is contained in the An-
Type A uncertainties are usually specified using a variiual Report of the BIPM?®) However, the uncertainties in
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the one-way propagation delay of either signal can bealelay is dominated by a diurnal effect that can be canceled
significant—perhaps as much as tens of milliseconds fomlmost perfectly by averaging the data for 24’ his is an
WWV and a few milliseconds for WWVB. Short-wave sig- important example of the difference in the requirements for
nals tend to travel as both a ground wave and a sky wavdime and frequency distribution. Although the uncertainty in
which is reflected from the ionosphefpossibly multiple the transit time of a WWVB signal might be as large as 1 ms,
times. The interference between these two signals and thtéhe variation in the delay averaged over 24 h is probably
variations in the height of the ionospheric reflecting layeralmost 1000 times smaller than this value.

result in significant variation in the path delay. These prob-  The relatively simple models used to correct transmis-
lems are less serious for lower-frequency signals, but evesions from high-frequency radio statiotike WWV) are not
these signals show a strong diurnal variation in the path devery accurate, and they are only adequate for users with very
lay, which tends to vary most rapidly near sunrise and sunmodest timing accuracy requirements on the order of 1 ms.
set. This diurnal variation can be almost completely removed his is a result of the inadequacy of the models, however,
by averaging the observations for 24 (leaving a much and is not a fundamental limitation of the technique. Trans-
smaller uncertainty on the order of microseconioist many  missions from the global positioning systé@PS satellites,
oscillators have too much flicker or random-walk frequencyfor example, can be corrected to much higher accuracy using
noise to support averaging for this long a time. Even withmuch more complex models of the satellite orbit and the
this level of averaging, the uncertainties are too large foionospheric and atmospheric deld§dn addition, multiple-
more demanding applications, and other techniques hawavelength methods¢to be described below can also be
been developed to meet these needs. Roughly speaking, tHged to estimate the delay through dispersive media.
design goal for any distribution system is to transmit the data  The fundamental limitation to modeled corrections is of-
to a user without degrading the accuracy or stability of theten due to the fact that the adequacy of the model cannot be
source. This goal is not easy to meet now, and it will growevaluated independently of the transmission itself. The GPS

even more difficult in the future as clocks continue to im- System is a notable exception because of the redundancy pro-
prove. vided by being able to observe sevefalmost always at
Although time and frequency are closely related quantileast 4 and sometimes as many a9 $atellites simulta-
ties, there are important differences between them, and the§€ously, and this technique is especially powerful when they
differences affect how they are distributed and what uncer@re located at different azimuths with respect to the antenna.
tainties are associated with these processes. Time distribu- When modeling is not sufficiently accurate to estimate
tion is, of course, directly affected by the delay in the transthe path delay, users must measure the delay with an uncer-
mission channel between the clock and the user, anfinty small enough for the task at hand. There are a number
uncertainties in this delay enter directly into the error budgetof methods that can be used for this task, and we will de-
A frequency, on the other hand, is a time intergrather than scribe them in the following sections. Many applications use
an absolute timeso that the uncertainty in its distribution is More than one of them to estimate different components of
limited more by temporal fluctuations in the transmissionthe delay. The full accuracy of time transfer between a global
delay rather than by its absolute magnitude. In other wordgositioning system satellite and an earth station, for example,
the time delay of a channel must be accurately known if thafan only be realized by combining a model of the tropo-
channel is to carry time information, while the delay needSPheric delay with a measurement of the delay through the
only be stable if frequency information is to be transmitted.ionosphere using multiple wavelength dispersion. Using GPS
This distinction is not of purely academic interest; manysignals to transfer time between two earth stations often ben-
common channels have large delays that are difficult to meg€fits from common-view subtraction as well.
sure but which change slowly enough with time that they
may be thought of as constant for appreciable periods; sucﬁ'
channels are clearly better suited to frequency-based appli- The simplest method for measuring the time delay along
cations. a path is to synchronize a clock to the transmitter and then to
The simplest way of dealing with the transmission delaycarry it to the far end of the path where its time is compared
is to ignore it, and many users with modest timing require-to the signals sent from the transmitter over the channel to be
ments do just that. Many users of the time signals broadcasalibrated. Many timing laboratories used this technique in
by short-wave stationgNIST radio stations WWV and the past. This method is limited in practice by the finite fre-
WWVH, for example, fall into this group. A somewhat quency stability of the portable clock while it is being trans-
more sophisticated strategy is to approximate the actual dgported along the path and by uncertainties in a number of
lay using some average value—perhaps derived from someelativistic corrections that may have to be applied. These
simple parameter characterizing the distance between therrections will probably be needed if the transport velocity
user and the transmitté?.Users of the signal from NIST is high enough that time dilation must be considered, if the
radio station WWVB, for example, often do not measure thepath is long enough that the Sagnac correction is important,
transmission delay, but rather model it based on average abr if points along the path are at different heights above the
mospheric parameters and the physical distance betweeayeoid so that gravitational frequency shifts must be included.
themselves and the transmittéMany users of WWVB are While this method can be used to calibrate a static transmis-
interested in frequency calibrations and do not model thesion delay, it is too slow and cumbersome to evaluate the
delay at all. Instead they use the fact that the variation in théemporal fluctuations in the delay through real transmission

Delay measurements using portable clocks
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media(due to changes in temperature or other environmentahinty is much greater because of variations in the reciprocity
parameters, for example of the path—that is, in the lack of equality of the delays over
Even though various electrical or electromagnetic distri-the inbound and outbound circuits. Note that jitter in the
bution methods are usually faster and more convenient, theverall delay itself does not produce a problem if it does not
portable clock method remains quite useful because it tendaffect the reciprocity, but it may be difficult to exploit this
to be affected by a very different set of systematic uncertainfact in a real-time system, which often uses the measured
ties than the other methods to be described below, and it magelay of a previous round-trip measurement to correct the
provide estimates of these uncertainties that are difficult tawurrent one. While this strategy is simple in principle, it re-
achieve in any other way. sults in a system that is sensitive both to jitter in the overall
delay itself and to its asymmetry.

B. Two-way time transfer

A second method for measuring delay is two-way time- . .
transfer, in which signals are sent in both directions along thé:' Common-view time transfer
path (the traditional “Einstein” clock synchronization The third commonly used method is called common
method. If the path is reciprocal, the one-way delay is esti-view.*’ Two receivers, which are approximately equidistant
mated as one-half of the round-trip transit time. Real path$rom a timing source, each measure the arrival time of the
are unlikely to be perfectly reciprocal—there is likely to be asame time signal using their local clocks. Since the signal
small lack of reciprocity even in the atmospHrand the arrives at the two stations at very nearly the same time, the
receiver and transmitter at each of the end points are unlikelgifference between the two time tags is approximately the
to be perfectly balancett. Even if this balance between in- time difference between the two clocks. The two stations can
coming and outgoing delays at each station could bde synchronized with an uncertainty that is proportional to
achieved, the delays through the different components aréhe difference between the two paths back to the transmitter.
unlikely to have identical temperature coefficients so that th&Common-mode fluctuations in the two paths and fluctuations
balance cannot be maintained in normal operations withoun the timing source itself cancel ot least in first order
repeated re-calibratiorfs. There need not be any explicit correction for the path delay if
Two-way time transfer can be further characterized bythe two paths are very nearly the same, but it is hard to
how transmissions in the two directions are related. A half-arrange this in practice, and some correction for the residual
duplex system uses a single transmission path that is “turnegath difference is usually required. The receivers must know
around” to transmit in the reverse direction. A full-duplex their locations relative to the transmitter to compute this
system, on the other hand, transmits in both directions simuleorrection—a requirement that has no analogue in the two-
taneously using either two nominally identical unidirectionalway scheme. If the transmitter and the receivers are moving
channels or some form of multiplexing on a single bidirec-(as in the global positioning systerthen computing these
tional path. All of these arrangements have advantages ardistances may involve complicated transformations.
drawbacks. The half-duplex system is more likely to be re- Common-view techniques lend themselves naturally to
ciprocal since the same path is used in both directions, buiroadcast services, since many receivers can be synchronized
that advantage is partially offset by the fact that fluctuationssimultaneously using signals from a single transmitter. They
in the delay may degrade the time delay measurement-kave been an important technique in time transfer for many
especially if these fluctuations have periods on the order ofears. Early systems used common-view observations of
the turn-around time. A full-duplex system is not degradedtelevision signals, Loran stations, and similar transmissions.
as much in this way since the measurements in the two difhere have even been proposals to use local power distribu-
rections are more nearly simultaneous, but incoherent fludion systems for common-view time transfer within a single
tuations in the delays of the two unidirectional chanriels  distribution region. In many of these cases the common-view
the cross talk between the two counter-propagating signals imansmitter is designed for some other purpose, and it does
the case of a single, bidirectional chanmely be an equally not even need to “know” that it is being used for time dis-
serious limitation. tribution. All of the receivers must know about each other,
Two-way methods can be used in many different hard-however, and must agree on a common observation schedule
ware environments. Kihara and Imadkaealized frequency and processing algorithm. As we will show below, this
synchronization of better than 18 and time synchroniza- knowledge can be acquired after the fact in some cases.
tion of better than 100 ns using the two-way method in a  Two-way systems and common-view systems are sensi-
2000 km synchronous digital hierarchy based on optical fitive to fluctuations in the path delay in different ways. Two-
bers. Even higher accuracy has been realized using commuray systems depend on the reciprocity of a single path—on
nications satellites to transfer time between timingthe fact that it has the same delay in both directions. Its
laboratorie&* and using dedicated optical-fiber circuffs. limitation arises from fluctuations in the symmetry of the
The same two-way method is used in the NIST autopath and not on its overall delay. Common view, on the other
mated computer time serviddCTS)* to transmit time in-  hand, depends on the equality of the delays in two separate
formation using standard dial-up telephone lines with an unpaths transmitting signals in the same direction, and it is
certainty of a few milliseconds. Although the method is thelimited by effects that are not common to both paths. When
same as that used in the previous cases, the timing uncehe paths are mostly through the atmosphere, both methods
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are often limited in practice more by fluctuations in the de-received copies using an exhaustive brute-force method.
lays through the hardware than by problems in the path itselfWhen this procedure succeeds, it locks the local clock to the
time broadcast by the satellite modulo 1 fmgth an offset
due to the transmission delayand allows the receiver to
XI. GLOBAL POSITIONING SYSTEM begin searching for the 50 b/s navigation data. Once this data

The signals from the global positioning system satellitesStream has been found, the receiver can read the satellite
are widely used for high-accuracy time transfer using botdime from the navigation message, use it to construct a local
one-way and common-view methods. A similar system, op£OPY of theP code, and begin looking for a cross-correlation
erated by Russia, is called GLONASS. We will first describePeak using this faster code. This cross-correlation process
the satellites and the characteristics of the signals they broad@ils when a nonauthorized receiver processes Yteode,
cast, and we will then discuss how these messages can gad these receivers usually drop back automatically to using
used for time and frequency distribution. the C/A code only in this case.

The GPS system uses 24 satellites in nearly circular or- ~ Theé pseudo-random codes are Gold cdﬁeahich are
bits whose radius is about 26 600 km. The orbital period ofMplemented using shift registers that are driven at the chip-
these satellites is very close to 12 h, and the entire consteRing frequency of the code. The details of the design of the
lation returns to the same point in the skelative to an code generators, the correlation properties of the codes, and
observer on the eantrevery sidereal dayvery nearly 23 h the relationship between the codes and the satellite time are
56 m). discussed in the GPS literature. A particularly clear exposi-

The satellite transmissions are derived from a single ostion is in Ref. 49.
cillator operating at a nominal frequency of 10.23 MHz as  |he havigation message contains an estimate of the time
measured by an observer on the earth. In traveling from th@nd frequency offsets of each satellite clock with respect to
satellite to an earth-based observer, the signal frequency f§€ composite GPS time, which is computed using a
modified by two effects—a redshift due to the second-ordetveighted average of the clocks in the satellites and in the
Doppler effect and a blueshift due to the difference in gra\,i_tracking stations. This composite clock is in turn steered to
tational potential between the satellite and the observet/ TC(USNO), which is in turn steered to UTC as computed
These two effects produce a net fractional blueshift of abouy the BIPM. The time difference between GPS time and
4.4%x 10710 (38 pus/day, and the proper frequencies of the UTC(USNO) is guaranteed to be less than 100 ns, and the
oscillators on all of the satellites are adjusted to compensat@stimate of this offset, which is transmitted as part of the
for this effect, which is a property of the orbit and is there- navigation message, is guaranteed to be accurate to 25 ns. In
fore common to all of them. In addition to these commonPractice, the performance of the system has almost always
offsets, there are two other effects—the first-order DoppleSubstantially exceeded its design requirements.
shift and a frequency offset due to the eccentricity of the ~ GPS time does not incorporate additional leap seconds
orbit, which vary with time and from satellite to satellite. ~ Peyond the 19 that were defined at its inception; the time

The primary oscillator is multiplied by 154 to generate differs from UTC by an integral number of additional leap
the L1 carrier at 1575.42 MHz and by 120 to generate theseconds as a result. This difference is currently 13 s, and will
L2 carrier at 1227.6 MHz. These two carriers are modulatedcrease as additional leap seconds are added to UTC. The
by three signals: the precisiorP* code—a pseudo-random accuracy statements in the previous paragraph should there-
code with a chipping rate of 10.23 MHz and a repetitionfore be understood as being modulo 1 s. The number of leap
period of 1 week, the coarse acquisitiBiC/A” ) code with seconds between GPS time and UTC is transmitted as part of
a chipping rate of 1.023 MHz and a repetition rate of 1 ms the na.vigat.ion message, but is not used in the definition .of
and a navigation message transmitted at 50 bits/s. Under ndgPS time itself. Advance notice of a future leap second in

mal operating conditions, the C/A is present only onttie ~ UTC is also transmitted in the navigation message.
carrier. The GLONASS system is similar to GPS in general con-

The satellites currently in orbit also support “anti- C€Pt. In its fully operational mode, there will be 24 satellites
spoofing.” (AS) When the AS mode is activatgavhich is orbiting in 3 planes 120° apart. At the present tif@etober,
almost always at the present timeéhe P code is encrypted 1998 there are 13 operational satellites. The GLONASS
and the result is called thé code. TheP andY codes have Code has a chipping frequency of 5.11 MHz and a repetition
the same chipping rate, and this code is therefore often rgReriod of 1 s; the C/A code chipping frequency is 511 kHz
ferred to asP(Y). and repeats every millisecond. All satellites transmit the

Each satellite transmits at the same nominal frequencie3®Me codes, but the carrier frequencies are different
but uses a unique pair of codes which are constructed so as t5PMA—frequency division multiple accegsThese fre-
have very small cross correlation at any lag and a very smafliuencies are defined by
auto_—correlation at any nonzero IQ@!D_MA—code division f,=1602+0.562% MHz (24)
multiple access The receiver identifies the source of the
signal and the time of its transmission by constructing locapnd
copies of the codes and by looking for peaks in the cross
correlation between the local codes and the received ver-
sions. Since there are only 1023 C/A code chips, it is feasiblevherek is an integer that identifies the satellite. These rather
to find the peak in the cross correlation between the local andiidely spaced frequency allocations complicate the design of

f,=1246+0.437% MHz, (25)
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the front end of the receiver—especially the temperature stahe L1 signal then it usually corrects for the ionospheric
bility of the filters that are usually needed to reject strongdelay using a parameter transmitted in the navigation mes-
out-of-band interference. On the other hand, cross talk besage). The result is an estimate of the time difference be-
tween signals from the different satellites is much less of daween the local clock and GPS or GLONASS system time.
problem; interference from a single-frequency source is also  The time difference between the local clock and satellite
less of a problem with GLONASS, since the interfering sig-system time can be used directly to discipline a local oscil-
nal is less likely to affect the signals from the entire consteldator or for other purposes. However, these signals have de-
lation. terministic fluctuations due to imperfections in the broadcast
In the original designk was a unique positive integer for ephemeris which is used by the receiver to correct the pseu-
each satellite. The resulting frequencies interfered with radiglorange. In addition, signals from the GPS constellation are
astronomy measurements, and a set of lower frequenciassually also degraded by the frequency dithering of selective
with negative values df will be phased in over the next few availability. These effects are attenuated or removed in com-
years. In addition, satellites on opposite sides of the eartmon view; if the stations are not too far apart, the common-
may be assigned the same value for This would not Vview method also attenuates fluctuations in the delay due to
present a problem for ground-based observers, since thdle troposphere and the ionosphere since the paths to the two
could not see both of them simultaneously, but satelliteStations often have similar delays and the fluctuations in
based systems may require additional procesgimgilar to  these delays often have significant correlation as well.
the tracking loops in GPS receiven® distinguish between To facilitate time transfer among the various national
the two signals. laboratories and timing centers, schedules for observing the

As with GPS, the satellites transmit the offset betweersignals from the GPS and GLONASS satellites are published
the satellite clock and GLONASS system time, but the relaby the International Bureau of Weights and Measures
tionship to UTC is not as well defined. Signals from the (BIPM),*® and all timing laboratories adhere to them as a
GLONASS satellites are therefore usually used in commorninimum. (Not all timing laboratories can receive GLO-

view, since the time of the satellite clock cancels in thisNASS signals at the present tim@ther users often observe
procedure. this schedule as well so as to facilitate the evaluation of their

The signals from the GPS constellation are usually aflocal clocks in terms of national time scales. The comparison

fected by anti-spoofingAS), which encrypts th® code, and  With national time scales may be required for legal traceabil-
by selective availabilitSA), which dithers the primary os- ity purposes, and using GPS time directly may not satisfy
cillator and degrades the frequency stability of the signalthese legal requirements.

(The implementation of SA may also dither parameters in the ~ The need for common-view schedules arose initially be-
ephemeris message which produce a dither in the comput&@use the first GPS receivers could only observe one satellite
position of the satellite. This aspect of SA is usuallyat @ time. Newer receivers can observer many satellites si-
switched off) From the point of view of a nonauthorized Multaneouslyas many as 12 for the newest uhitand this
user, the primary effect of AS is to deny access to Fhe makes it possible to eliminate formal schedules in principle.
code, since it can only be processed by a keyed receivéfach station records the difference between its local clock
when it is transmitted in its encryptégcode form. An au- and GPS or GLONASS system time using all of the satellites
thorized user would see this encryption as authenticating th& View, and the time difference between any two stations is
transmission, since only a real satellite can produce vali@omputed after the fact by searching the data sets from both
encrypted messages. Hence the name anti-spoofing. The dations for all possible common-view measurements. In ad-

scription of the GLONASP code has not been published dition to eliminating the need for formal tracking schedules,
and is officially reserved for military use, but the GLONASS this method can be used to construct common views between

C/A code is not degraded. two stations that are so far apart that they never have a sat-
The operation of the receiver is basically the same irgllite in common view. A receiver in Boulder, Colorado, for

either system. The receiver generates a local copy of th@xa@mple, might have a common view link to Europe using
pseudo-random code transmitted by each satellite in view?ne satellite and a simultaneous second link to Asia using a
and finds the peak in the cross correlation between each §€cond one. These data could be combined to produce a
these local copies and the received signal. The local codgo@mmon-view link between Europe and Asia that was inde-
generator is driven from a local reference oscillator, and thé€ndent of the intermediate clocks in Boulder and on the
time offset of the local clock needed to maximize the crosssatellites.

correlation is thepseudo range-the raw time difference be-

t\Ne_en the local and satellite cl(_)cks. Using the contents of thg,A(”. MULTIPLE FREQUENCY DISPERSION

navigation message, the receiver corrects the pseudo range

for the travel time through the atmosphere, for the offset of  In practice, it is difficult to arrange things so that the two
the satellite clock from satellite system time, dii.the re-  receivers in a common-view arrangement are exactly equally
ceiver can process both thd andL?2 frequencies, then the distant from the transmitter, and common-view data must be
receiver can also estimate the delay through the ionosphemmrrected for this path difference. If the transmission path is
by measuring the difference in the pseudo ranges observalirough the atmosphere or some other refractive medium,
using theL1 andL?2 frequencies. The details of this calcu- then knowing the difference in the physical path lengths is
lation are presented below. If the receiver can process onlgot enough—it is also necessary to know the refractivity of
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the medium(the difference between the actual index of re-easy way to estimate the correction due to the troposphere,
fraction and unity. If the refractivity is dispersivéthat is, if  and its effect is usually ignored at the present time as a
it depends on the frequency of the carrier used to transmit theesult. This is not adequate when the phase of the carrier is
information, and if the dispersion is separable into a partused as in geodetic measurements, and more sophisticated
that depends on the carrier frequency and a part that is estimates of the troposphere are required in those
function of the physical parameters of the path, then it isapplications’?)
often possible to compute the refractivity by measuring the  Although the time difference arising from the dispersion
dispersion, even when both of these parameters vary frotmay be small, it is multiplied by the refractivity divided by
point to point along the path. If the length of the physicalthe dispersion, a ratio that is larger than unifijhe value is
path isL then the transit times measured using two differentabout 1.5 for theL1/L.2 frequencies used by GBS he re-
carrier frequencie$; andf, will be sult is that the ionospheric refractivity makes a significant
contribution to the time of flight of a signal from a satellite;
[1+n4(r)] L F(fy) i i DUtION i i
t,= f = = dr=—+ f G(...)dr (26)  ignoring this contribution is only adequate for common-view
c c c observations over short base lines where the effect cancels in
and the subtraction. Furthermore, the noise in the dispersion
measurementt(—t,) is amplified by this same ratio, so that
the price for removing the refractivity of the path is an in-
crease in the noise in the measurements by roughly a factor
of 3 compared to a single-frequency measurement using only

1+ L F(f
tz:f%dr:?(_z)fe(...)dr, (27)

c
where the quantitien;(r) andn,(r) are the refractivities at
the two frequencies at a coordinate poindlong the path.

These refractivities are decomposed into a known fundfion
that depends only on the frequency of the carrier and a se¢¢lll. EXAMPLES OF TIME TRANSFER USING GPS
ond known functionG that depends only on the parameters

of the medium such as its density, pressure, temperature,... . . v o
The integrals must be evaluated along the transmission patH.s'ng signals from the GPS satellitéShe same principles

This would be difficult or impossible for a real-world path Would apply to time transfer using GLONASS signafs.
through the atmosphere, since the required parameters apd'ce the entire GPS constellation usually has AS enabled,
not known and cannot be easily measured. Since the integril€ P c0de is not available to most time-transfer usédgseen

of G is independent of the carrier frequency, we can elimi-Nen AS is turned on, the' code can still be used for dis-
nateG in terms of the difference in the two measured transitP€/Sion measurements. A cross correlation offede sig-
nals onL1 andL2 can be performed without knowing the

In this section we illustrate the principles of time transfer

times actualP code—the fact that it is the same on both carriers is
c (t1—ty) enough). All of the time-difference results in this section are
f G(...)dr= L [F(f)—F(fy)] (28 pased on measurements using the C/A code or the carrier
o ) itself. In addition, the code-based data were acquired with
Substituting Eq/(28) into Eq. (26) single-frequency receivers, which cannot measuré. thé. 2
L F(f,) L n, dispersion and must estimate or measure the contribution of
ti=—+(t1—t) ===+ (t;—t)) —. (29  the ionosphere using some other method. This is generally
C F(fy)—F(fy) ¢ An

done using the parameters in the navigation message trans-
The first term on the right-hand side is the time delay due tamitted by the satellite, although other techniques €Xist.

the transit time of the signal along the path of physical length  The C/A code cross-correlation process results in a se-
L, and the second term is the additional delay due to theies of ticks with a period of 1 ms, and decoding the ephem-
refractivity of the medium. Note that this second term de-eris message allows the receiver to identify the ticks in this
pends only on the measured time difference between the sigtream that are associated with integer GPS sectintfhien

nals at the two frequencies and on the known frequency dehe arrival times of these ticks are corrected for the offset of
pendence of the refractivity. It does not depend on thehe satellite clock from GPS time, for the path delay and for
physical length_ itself or on the details of the spatial depen- the other effects described above, the result is a string of 1
dence ofG, and we would have obtained exactly the sameHz pulses that are synchronized to GPS tirfie. order to
result if only a small piece of the path’ <L was actually apply these corrections, the receiver must parse the data
dispersive. This is an important conclusion, because it mearstream transmitted by the satelljt&he time differences be-
that a receiver can estimate the delay through the ionospheteeen these pulses and the corresponding ticks from a local
by measuring the difference in the arrival times of identicalclock are then measured using a standard time interval
messages sent using thd andL2 frequencies. Note that counter. Single-channel receivers can only perform this mea-
this method fails if the medium is refractive without being surement on one satellite at a time, but newer “all in view”
dispersive—that is, if the index of refraction differs from receivers can measure the time difference between the tick of
unity but is independent of the carrier frequency. This is thehe local clock and GPS time using up to 8 or 12 satellites
situation with the effect of the troposphere on microwavesimultaneously. In the simplest version of this scheme, the
frequencies near 1 GHz, and other means must be found t@ceiver measures the time difference between the local
model the refractive component of its deldifhere is no clock and a composite 1 Hz tick. This tick is positioned
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Ref-GPS via SV9 Short-baseline Common-view, 300 s avg, All in view
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FIG. 1. The time difference between a local cesium clock and GPS timg- 5 5 The time differences measured in a short-base line common-view

measured using data from satellite 9 only. The observed variation is due i@y ariment between two multichannel GPS receivers. The two receivers

the effects of SA on the GPS signal; the contributions of the clock anqure connected to the same clock and the antennas weré hlmowapart.

receiver to the variance are negligible on this scale. The average time difference between the two receivers was computed using
all satellites in view.

using data from all of the satellites that are being tracked, but ] ] ] ] ]

the better receivers can provide independent time differenced’oWn in the figure is due to the difference in the lengths of
between the local clock and GPS time using each satellitdn® two cables between the receivers and the common clock.
This is done by providing a single 1 Hz tick to the time These data have an amplltudg of 1.7 ns rms, and they are
interval counter together with a data stream that specifies tH&@UCh closer to white phase noise—at least at short periods.
offset between the time of the physical tick and GPS time as _ 1h€ data shown in Fig. 2 represent a best-case result: the
computed using data from each satellite being tracked. unteference clock is the same for both units and the_ antennas
less the two stations are very close together, this latter cap&F€ Very close together so that almost all propagation effects

bility is necessary for common-view measurements, as wé'® the same for both of them and therefore cancel in the
will show below. common-view difference. Likewise, the fluctuations in the

Figure 1 shows an example of these time-differenceclock itself are also common to both channels. However, the

measurements. The plot shows the time difference betweenafvantages of common view are still significant even over
local cesium standard and GPS time measured using dal@nger base Ilnes_and dlfferent clocks. Figure 3_shows data
from a single satellite—SV 9. The time of the local clock is ffom & common-view experiment between NIST in Boulder,
offset from GPS time by about 500 ns, and this explains th&0lorado, and the United States Naval ObservatigNO)
mean value of the data that are displayed. The time dispef? Washington, DC. Even though these stations are about

sion in the figure is totally due to the effects of SA on the
GPS signal—the contributions due to receiver noise and tc C-V using Multi-channel 5-min data, USNO-NIST
the frequency dispersion of the clock are negligible on this o T '
scale. These data an@twhite phase noise at periods shorter
than a few minutes, and the mean time difference over a few
minutes is not stationary. Averages over longer periods begir
to approximate white phase noise, but the contribution of SA
to the variance does not become comparable to the noise i
the clock itself until the data are averaged for several daysé
(Unfortunately, averaging white phase noise only decreases
the standard deviation of the mean at a rate proportional tcs
the square root of the averaging time, and this improvement
does not even begin until we enter the domain where the
variance is dominated by white phase naise.

As we pointed out above, the common-view procedure
cancels the contribution of the satellite clock to the variance 0830 508325 50835 508375 S0BA0 508425 50845 S0B4T5 SUBS0 508525 50855
of the time differences, and we would therefore expect that Fpochin MID
this procedure would cancel SA. This expectation iS CONFIG. 3. The time differences between a receiver at NIST in Boulder, Colo-
firmed by the data in Fig. 2. This figure shows the timerado, and a second receiver at USNO in Washington, DC, about 2400 km
differences between two identical receivers whose antenngd/y: As in the previous figure, the average time difference between the two

. stations was computed using all satellites in common view at each time. The

were located abdul m apart. The two receivers used the nempers of the common-view ensemble change slowly during the observa-
same local clock as a reference; the mean time differenceon period.

o b b e s b s b b s b g 1]
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2400 km apart, the common-view time difference data show " Stacked Common view R2-R1 via SV9

a short-term noise of about 3 ns rms—not as good as the L e
short base line results, but still much better than the one-way B
data shown in the first figure.

The common-view differences shown in both of these
figures use data from all satellites that are in common view at
any time(at least four and usually five or gixt is important
to compute the common-view differences on a satellite by 4
satellite basis and then average these differefregiser than
subtract the average time difference computed using all sat-
ellites in view at each statignThe reason for this is that
stations that are 500 km or more apart are likely to be track-
ing a different set of satellites with only some of them in
common. The fluctuations due to SA are different for each

satellite, so that the two stations will have a different average Bt s 14 s 16 1

Time in days

SA degradation that will not be cancelled in the common

view procedure. It is important that multichannel receiversriG. 4. The results of a short-base line common-view experiment using data

provide the time-difference data by satellite for this reasonfrom SV 9 only. The figure shosv1 s measurements with no averaging.

Single-channel receivers can do almost as well at canceling™® differences from successive days are offset4840 s and are dis-
oo . aced vertically by an arbitrary amount for clarity.

the SA, although the noise is somewhat higher because there

are fewer independent measurements to avetage.

Since the GPS carrier is derived from the same oscillatomove through the sky and the geometry of the path and the
that produces the code, several grotps? have begun ex- reflectors changes. However, as viewed by an observer on
perimenting with time transfefor frequency calibratid®))  the earth, the satellites return to the same point in the sky
using the phase of the carrier rather than the Gddghere  every sidereal dayapproximately every 23 h 56 minand
are a number of conceptual difficulties with this approachthe contribution should repeat with this period. Figure 4
The most serious are probably the difficulty in calibrating thedemonstrates this. These data show the common-view time
effective delay through the receiver and the ambiguities irdifferences(computed usig 1 s measurements with no av-
estimating the integer number of cycles in the time of flighteraging between two receivers whose antennas were about 1
between the satellite and the receiver. These experiments ame apart(the same setup as was used for the results shown in
almost always done using common-view methods, since it ifig. 2). Time differences for consecutive days have been
difficult to estimate the various systematic corrections with“stacked”—that is, they have been offset by240 s in time
sufficient accuracy in a one-way experiment. In addition, theand displaced vertically on the plot for clarity. The points
increased resolution that is available using the phase of theith the sameX coordinate on successive plots were there-
carrier requires a corresponding increase in the accuracy &bre recorded at the same sidereal time on consecutive days.
the satellite ephemerides, and most carrier-phase analyshiote that although the pattern of the time differences is very
used postprocessed ephemerides for this reason. complex, it shows very high correlation from one trace to the

A number of newer code-based receivers use the carrigrext. This is exactly what we would expect from multipath.
tracking loop to aid the code-based correlator. These techFhe geometry and the details of the reflection change with
niques include delta pseudo range and integrated DoPpler.time in a complicated way, but the entire pattern repeats on
The ionospheric effect on the code and the carrier have ophe next sidereal day when the satellite comes back to the
posite signs, so that it is also possible in principle to use theame position relative to the ground-based observer and the
code-carrier dispersion to estimate the ionospheric refractivreflectors that are near the antenna. Also note that this figure
ity. shows thdlifferential multipath effects on two antennas that

One of the primary problems with GPS data is the effectare only 1 m apart. We do not know the full multipath effect
of multipath on the propagation of the signals through theon either signal, although we would expect that it would be
atmosphere. This effect arises from the fact that the signaiot smaller than the magnitude shown in this figure.
may travel along many different paths in going from the It is tempting to try to correct for the multipath effect by
satellite to the receiver. Reflectors that are near the receivingeasuring it once as in Fig. 4 and by then correcting the
antenna are most troublesome, but even objects that are quiteeasurements on subsequent days using these data as a tem-
far away can cause trouble. If the local clock is sufficientlyplate. This does not work for three reasons. In the first place,
stable, it is possible to average the multipath effects by trackthe plot shows the differential multipath effect, and it is not
ing each satellite for as long as possible and averaging thelear what the actual effect on each receiver is. In the second
results. This procedure is most effective in averaging theplace, the pattern is not absolutely stationary in time because
contributions due to reflectors that are many wavelengthshe satellites do not return tpreciselythe same position
away from the antenna, since the multipath contributionevery sidereal day. This drift is small over the few days
tends to fluctuate rapidly in this caS®. shown in the figure, but it becomes significant after a week

The magnitude of the multipath effect varies from satel-or so, so that the template would not be useful for very long.
lite to satellite and from second to second as the satelliteBinally, it is often difficult to separate multipath effects from



2588 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999 Judah Levine

a sensitivity of the antenna or its connecting cable to thenot as simple as they first appear to be for reasons to be
diurnal fluctuation in the ambient temperature. The fre-outlined below, and the full advantage of using several
guency signatures of the two effects differ by only 1 c/y, andclocks can be realized only when they are combined in a
are therefore difficult to separate. Diurnal temperature flucmore complex time-scale procedure.
tuations are much less repeatable from day to day, so that The problem with simple majority votinpr with com-
these effects cannot be modeled so effectively in this way. paring the time of a “master” clock with a number of sub-
The tracking schedules published by the BIPM includesidiary oneg is that the stability of the frequency of almost
an advance of 4 min every day so that tracks on consecutivany commercial clockeven a cesium-based deviés better
days are observed in approximately the same multipath erthan its accuracy by three orders of magnitude or more.
vironment. This method does not remove or correct for theComparisons among clocks are almost always realized using
effect of multipath—it simply converts it from a fluctuating time-difference measurements, and the large and stable fre-
signal to a nearly static offset which is different for eachquency differences between nominally identical devices re-
satellite. This is not necessarily a desirable result, since thersult in linearly increasing time differences as weNlany
are already satellite-to-satellite offsets due to errors in thelocks have deterministic frequency aging as well, and this
ephemerides. further complicates the issue by adding a quadratic depen-
dence to the time-difference datdt is no longer a simple
XIV. DELAY MEASUREMENTS IN VIRTUAL CIRCUITS matter to detect a hardware failure in this situation. It would
be nice to think that the deterministic frequency offsets of an

We now tur to a discussion of time distribution using nsemble of clocks would scatter uniformly about the true SI
communications networks. Everything that we have said s . my . .
requency, but there is no reason to believe that this is true in

far about measuring the transmission delay assumed impli neral. In an it is much | likelv to be true for
itly that the path between the transmitter and receiver had tha® ?I al. ina fy dca_s & Ti uc _thess © yl 0 be true ?tﬁ
well-defined characteristics that we intuitively associate withoall group ot devices. Thus neither a simple average of the

a physical circuit or a well-defined path through the atmo-times nor of the frequencies of the ensembles of devices has

sphere. These ideas are still useful in characterizing mosq()Od statistical properties. The machinery of a time scale

paths through the atmosphere, but transmission circuits ORrowdes a natural way of dealln_g with th|s_pr9blem. -
C? A second advantage of a time scale is in providing a

cable and fiber networks are increasingly packet switche Lt bini h f devi
rather than circuit switched. This means that there is no endf@mework for combining a heterogeneous group of devices

to-end physical connection between the transmitter and the® ?]S t? r;cmeve atime s?ale that has tlhe b-e:: pt:opertlzs of
receiver. Packets are sent from the transmitter to the receiv&@ch Of them. For example, a time scale might be used to
over a common high-bandwidth physical channel, which iscomb!ne the excellent short-term stability of a hydrpgen ma-
shared among many simultaneous connections using tim&€" With the better long-term performance of a cesium-based
domain multiplexing(or some other equivalent strategy dewce._ Finally, a time scale can provide a flywheel for
Each packet passes through a series of routers which read tha!uating the performance of primary frequency standards
destination address and direct the packet accordingly. Dafd Other devices such as prototype standards. Such evalua-
appear to enter at one end and emerge at the other, but thdigns can be done using only one clock, of course, but there
need not be a physical connection between the two. In alp N way of identifying the source of a glitch in that con-
extreme case, consecutive packets may travel over very difiguration. .
ferent paths because of congestion or a hardware failure. AS We will show below, the ensemble-average time and
This variability complicates any attempt to measure the efiréquency have many of the properties of a physical clock. In
fective delay of the circuit. particular, the ensemble time and frequency must be set ini-
These problems are likely to become more important adially using some externgl calipration. Conceptually, this is
multiplexed digital circuits become more widely used. A done by measuring the time difference and frequency offset
number of strategies have been proposed for dealing withetween each member_clock_ and th_e external standard,_al-
these problems. A shorter path is likely to have smaller varifhough other methods in which a single member clock is
ability as well, since it would probably have fewer routers calibrated and the other clocks are then compared to it are
and gateways, and this suggests that the absolute delay mighffen used in practice. These initial time and frequency off-
be used as an estimate of its variability. It is tempting toS€tS ¢an be used to define the corresponding parameters of
assert that the absolute magnitudes of these problems will J§& ensemble or an additional administrative offset can be
smaller on higher-speed channels, but this is by no meansaéid?d to them. This offset might be used to §teer the scale to
sure thing. a primary standard, for example. As we discussed above,

TAIl has been steered from time to time in this way using

XV. ENSEMBLES OF CLOCKS AND TIME SCALES data from primary frequency standards.

You will probably want to have more than one clock if A. Clock models

you are serious about time keeping. Although a second clock As we discussed above, one of the problems with not
can provide a backup when the first one definitively fails,using a formal time-scale algorithm but simply comparing
three clocks provide the additional ability to detect partialclocks using time differences, is the deterministic frequency
failures or occasional bad data points using a simplaifferences between nominally identical devices. A natural
majority-voting scheme. Unfortunately, such schemes aravay to deal with these deterministic effects is to include
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them in the definition of a model of how we expect the timeB. AT1 algorithm
differences to evolve, and to compare our observations with Several versions of the AT1 algorithm have been used at

the predictions of the model in order to detect problems : . .
. ) . NIST f . Although k Il with real
Since the physical devices that make up an ensemble chan?seS or many years. Although it works quite well with rea

: . ata, | discuss it in detail not because it is theoretically op-

as old devices fail and new ones are added as replacemen g . . .
o . imum but because it is relatively simple to implement. In
it is customary to define the model parameters of each mem-_ ...~ . . : .
i addition, it illustrates the general ideas that underlie a num-
ber clock with respect to the ensemble average rather thag

with respect to any particular master device. The goal is tq er of other algorithms including ALGOS, which is used by

R : he BIPM to compute EAL and TAI.
ke the ch f h of the clock h - ) . . : .
make the characterization of each of the clocks in the en The starting point for a discussion of AT1 is the obser-

semble independent of the parameters of the others. . N .
The detgrministic perfofmance of most clocks can bevatlon that it is difficult to make robust estimates of the

very well characterized using three parametgrshe time Idetermlnlsltlc freguerr:cy aglng f:or mo?tf clocks. E"eF at the
difference,y, the frequency difference, ard the frequency ar9est values of (where the effects of frequency aging are

aging, where each of these parameters characterizes megi{_eates)t these deterministic effects are usually swamped by

surements between the clock and the ensemble. These défi€ flicker and random-walk frequency noises in the device.
nitions imply that the “ensemble” is a clock too, although Almost the only exceptions are the very best hydrogen ma-

we have not yet specified how it can be read, set or chara@®'S: Whose frequency noise is so small that robust estimates

terized. In fact, different algorithms address this problem inof the deterministic frequency aging are possible, and rather

different ways. poor quartz oscillatorévhich are not normally useo_l as mem-
Using these three parameters, we can construct a modBfrs of ensembles anywayhose frequency aging is so

of the deterministic performance of the clock. Assuming that@rge that it is readily observable even for small averaging

we have the values of the three model parameters at soniénes. Thus the assumption thit) =0 for all tis consistent

time t, the values at some later tinte- 7 are given by with the data for almost all clocks, except for the best hydro-
gen masers. For those clocks we would use a constant for the
X(t+ 7) =x(t) +y(t) 7+ d(t) 72, aging that is determined outside of the ensemble algorithm.
A typical value for such a maser would be of order
y(t+n)=y(t)+dr, (30 10°%st _ _
If we model the frequency aging as a noiseless constant
d(t+r)=d(t). value then this is equivalent to assuming that the frequency

fluctuations are dominated by white noise processes. This is

It is possible to extend these equations to include higherd réasonable assumption provided thét not too large. The
order terms, but this is not necessany even usefylfor ~ maximum value ofr that still satisfies this requirement varies

most devices. These model equations assume that there is W§h the type of device; a typical value for a cesium oscilla-

deterministicvariation in the frequency aging—an assump-tor would be less than a day or two. On the other hand, it
tion that is justified more by experience than by rigorousmUSt not be made too small either, because otherwise the

analysis. time difference data will be dominated by the white phase

In addition to these deterministic parameters, our previnoise of the measurement proceShis is not necessarily a
ous analysis of oscillator performance would lead us to exPad thing, but taking full advantage of the data in this case
pect that our data would also have stochastic contributions teduires a change in strategy. This point is discussed below
the variation of each of these parameters. For simplicity, wé" connection with techniques used for transmitting time us-
could add terms for white phase noise, white frequencynd the Interned. As specific examples, the NIST time scale,
noise, and white frequency aging. These names are chosenWlich uses measurement hardware with a noise floor of sev-
parallel the deterministic description in Eq80)—we can eral ps usesr=2h, while the BIPM computation of AL-
also use the alternative names we have defined atidge. GOS, which uses the much noisier GPS system to measure
we discussed above, the variance in each parameter has cdhe time differences between laboratories, use$d.
tributions both from its own white noise term and from all of As we pointed out above, the initial values of the time
the noise terms below it. The combined phase or frequencgnd frequency of the ensemble must be kn@npriori. The
noises are very definitely not whije. epoch associated with these initial valuestjs The algo-

The next step would be to compare the predictions of oufithm then continues with periodic measurements of the time
model equations with measurements and to test if the differdifferences between each clock and one of them, which is
ences are consistent with the assumed model for the noisdesignated as the reference clock or working standard. These
Our measurements usually consist of pairwise time differimeasurements are made at epoths,,....t,. These mea-
ences between our physical clocks, and there is no obviousurements are usually equally spaced in time, but this is more
universal prescription for using these data to evaluate #or convenience than for any formal requirement of the al-
model of the type specified in Eq&0). There are two dif- gorithm.
ficulties: the first is that the time difference data are ambigu- If at some epocli, the time difference and frequency
ous to within an overall additive constant and the second isffset between thgth clock and the ensemble wexg(t,)
that we have not specified a model for how the ensemblandy;(t,), respectively, then AT1 models the time differ-
clock itself is measured or how it evolves. ence at some later epoth, , as being given by
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Ri(tes 1) =X (1) + Y1) 7, (31  follows, since it simplifies the notation and emphasizes the
fact that clockm is not a special clock with respect to the
where ensemble—only with respect to the time-difference hard-

(32) ware) If we assume that the fluctuations in the time-
difference measurements are not correlated with each other,

Note that the right side of Eq31) is an estimate based on the N estimates of the time of clock with respect to the

the two model parameters of the clock using a simple lineaensemble are characterized by a well-defined mean, which

model. As we discussed above, this is appropriate for all butve can compute using

the best hydrogen masers. We would use the first of Egs. 30

with a constant value fod for these devices. This constant Xn= >, ng(in ] (34)

frequency aging does not really have any effect at this point. ]

Since the algorithm normally operates with a fixed intervalrpg \ei

between computations, the effect of adding frequency agingq 41 n

is to add a constant offset to each of the predictions. Such an

offset can be absorbed into the starting values without loss of 2

generality. 7
The mth clock in the ensemble is the working standard. ) i ) i

It is characterized using the same model as any other clocllt the clocks are all identical then a simple assumption would

[i.e., EQ.(31) with j=m]. The working standard is not nec- bedto set all of thf weights egual JQN,]'/ SO thﬁu Eq.(S;]4) _
essarily the clock with the best statistical properties—since jfeduces to a simple average, but this is usually not the opti-

may be awkward to change this designation in a runningum choice in a realbensemb”Ie.  thouaht of as defint
ensemble, it is often the clock that is likely to be the most h E.quat|?nﬁ]34) can Elequ,ahy well thoug rfo ask'e ining
reliable o to live the longest. the time of the ensemble with respect to the working stan-

At each epoch we measure the time differences betweeﬁard’ clockm, computed by averaging the independent esti-

the working standard and each of the other clocks using g1ates obtained from the time difference between clotk

time interval counter or any of the other methods we de-and each of the member clocks. The time of clgokith

scribed above. These measured time differenceXaét) respect to the ensemble can then be calculated by combining
wherej takes on all possible values except farCombining  E9- (34 with the measured time differencg,:

the predicted time of each clock with respect to the ensemble X; = Xjm T Xm- (36)

using Eq.(31) with the corresponding measured time differ- , i

ence between that clock and the working standard, we Ca'll;hese values are then used as the starting point for the next

estimate the time difference between clatkand the en- measurement cycle. . .
semble via clock using The difference between Eq31), which predicted the

' time of clockj with respect to the ensemble based on its
Kt 1) =% (tx 1) = Xjm(ts1), (33)  previous state, and E¢36), which gives the value of clock
based on the data from the current measurement cycle, is the
prediction errore; . The average of this prediction error is a
measure of the quality of the clock in predicting the time of
the ensemble. The average of this value can be used to obtain
an estimate for the weight to be used for clgdk Eq. (34)

=11~ Uk

ghtsw; are arbitrary at this point, subject only to the
ormalization requirement that

w=1. (35)

where the superscrigt on the left side indicates that the
estimate has been made using data from clodkote that
Eq. (33) could equally well have been thought of as a defi-
nition of the time of the ensemble with respect to physical
clock m estimated using data from clogkAlso note that, as
expected, Eq(33) reduces to Eq(31) when j=m since _i 3
Xmm(t)=0. Thus Eq.(33) applies to the working standard WJ_(.E]?)’ (37

just as it does to any other clock in the group. . . . .
If Eq. (31) is an accurate model of the time of clogk whereC is chosen so that the weights satisfy the normaliza-

then Eq.(33) is an unbiased estimate of the time of thetion condition, Eq(35). D.efi_ned in this way,.the weights are

working standard with respect to the ensemble since the gé€lated to the TVAR statistic, which we defined above. As in

terministic time and rate offset of clogkhave been properly our: previous d|scus_3|ons, a good clock is a p(e@c_:table

estimated. Note that clocki may have a deterministic time clock—not necessarily one that has a small deterministic fre-

or frequency offset with respect to the ensemble—there is nguency offset, because we can always remove that offset

requirement that its parameters be the same as those of tHg'"d Eq.(31). . -

ensemble. Its statistical parameters are also not important for The d|sper3|0r_1 in the prepllctlon error can also be used to

this procedure to work. tes’F for a clock f§|lure. That is, on each cycle we could ex-
If there areN clocks in the ensemble, there ae-1 ~ @mine the statistic

independent time-difference measuremeits,, and the Ej2_<6j2>

same number of equations identical to E8@) with all pos- W (38

sible values of exceptj=m. The previous state of cloak J

is used to predict its time with respect to the ensemble usingnd decide that clock has a problem if this statistic is

Eq. (31). (Alternatively, we could use Eq33) for this pur-  greater than some thresholt},,. We might drop clockj

pose, settind,,n=0. We adopt this latter strategy in what from the ensemble calculation in this case and repeat the
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computatiorf Eq. (34)] with its weight set to 0. If the statistic model parameters computed on the previous step are com-
is close too .y, We could choose to decrease the weight ofbined with the current measurements—older data need not
the clock gradually so that there is no abrupt step in perforbe saved for this computation.
mance exactly atr,,,. The AT1 time scale currently used at Several versions of this algorithm have been used at
NIST setsoma=4, and linearly decreases the weight of aNIST for many year§*®° The AT1 time scale provides op-
clock starting when its average prediction error reaches 75%mum performance when the noise in the measurement sys-
of this value. tem and the clocks is no more divergent than white phase

This procedure is a more formalized version of a simplenoise. Unfortunately, clocks exhibit flicker and random-walk
majority-voting scheme. Its advantage is that the systematifrequency noise at longer term, and the scale itself tends to
differences between the clocks have been removed by thgsecome dominated by this type of noise at longer periods
model equations and therefore do not affect the errorthe order of months The ALGOS algorithm used to com-
detection process. Furthermore, the averaging procedure jsute EAL (and from that TAl and UTCtends to have the
applied to quantities that have no first-order deterministicsame problem; as we discussed above, the solution in that
variation. The working standard enters into these calculacase is to steer TAl using data from the primary frequency
tions exactly as any other member of the ensemble, and itstandards. This limitation has been addressed in the design of
data can still be rejected by the prediction-error test just dispT2.66
cussed even though it continues to play a central role in the  The AT1 algorithm has other limitations. It cannot deal
time-difference measurements. with a device(such as a primary frequency standathat

If the clock frequencies were noiseless and constant thegperates only occasionally. We would like to be able to char-
that would be the end of the story. The time-difference meagcterize such a device using only a well-defined frequency—
surements would be composed of deterministic frequencits time with respect to the ensemble is not interesting or
and time offsets which would be accounted for by the mode|mportant. In fact, since it operates only intermittently, its
equations, and the residual time difference data would b@me with respect to the ensemble may not be well defined.
characterized by pure white phase noise, which would bes we mentioned above, the data from a primary frequency
optimally attenuated by the averaging procedure. Unfortustandard can be incorporated into the ensemble frequency by
nately, the frequency of the clock is characterized by whiteagministrative adjustment as is done with TAI.
frequency noise at intermediate times and by flicker and  The AFZ7 procedure presents another solution to this
random-walk fluctuations at longer times. As we Showedrproblem. Using an algorithm analogous to AT1, it estimates
above, these frequency fluctuations do not produce time difie frequency(rather than the timeof the working standard
ferences whose variation is characterized as pure white phagging the measured frequency differences between it and the
noise, and the average in E@4) is no longer completely  other members of the ensemble. Data from a primary fre-
justified. guency standard can be incorporated into this scale in a natu-

These frequency fluctuations can be accommodated by way, and the fact that the standard operates only intermit-
replacing the static frequency parametem Eq.(3) witha  tently is not a problem. Since it is quite similar to AT1 in its
parameter that is allowed to evolve with time. In order topasic design, it will also become dominated by flicker and
compute this dynamic frequency, the short-term frequencyandom-walk processes at longer periods—probably on the

estimates order of 1-2 yr.
In addition to ALGOS, there are a number of other al-
Xj(te 1) =X (ty) gorithms that are similar to AT1. These algorithms have
(b)) == (39 peen widely discussed in the literatifeOther algorithms

are based on Kalman filtef&’° This formalism has some

are averaged using a simple exponential low-pass filter tgdvantages in dealing with clocks that operate irregulary; it

produce the frequency estimate used in the model equatioffa" lS0 provide more robust definitions of the ensemble
time and frequency than is possible using AT1 or its rela-

tives. On the other hand, Kalman filter algorithms often have
Yi(tis) = yj(t) + afj(tera) , (40) startup transients before the filter enters the steady-state re-
1ta gime. These transients can result in instabilities when the
membership in the ensemble changes frequently.
where the time constant is set to the transition at the upper A fundamental problem with many time scales is the
end of the domain in which white frequency fluctuationsway the weights of the member clocks are calculated. The
dominate the spectrum of the clock noise. The time constarAT1 algorithm and its relatives assign a weight to each clock
parameter is actually a dimensionless constant less than based on its prediction error—a good clock is one that is
the effective time constant i/a. The value of the time predictable over the time interval between measurement
constant is set to attenuate white frequency noise at intermeycles.(We have already seen this principle in the discussion
diate periods; the gain of the filter approaches unity at veryf the Allan variancg. However, a clock whose weight is
long periods. As we discussed above, the primary reason fancreased because of this will tend to pull the ensemble
using an exponential filter of this type is that it can be real-through Eq.(34). A small increase in weight thus tends to
ized using the same kind of iteration as is used for the otheproduce positive feedback, and a clock that starts out a little
parameters of the model. At each step in the process thigit better than the other members of the ensemble can
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quickly take over the scale. The problem, of course, is thanificant long-term frequency aging combined with very small
Egs.(31) and(36) are correlated, so that the prediction error short-term prediction errors. The very good short-term per-
is always systematically too small. The correlation clearlyformance means that these clocks will be given a very high
gets worse as the weight of a clock increases. weight in an AT1-type procedure, and this high weight will
This correlation can be addressed by administrativelythen adversely affect the long-term stability of the scale due
limiting the maximum weight any clock can have, either toto the frequency aging of these devices. One solution is to
an absolute maximum valu@s in ALGOS or to a maxi- incorporate a constant frequency-aging term that is deter-
mum percentage of the scdls in the NIST implementation mined administratively using procedures outside of the scale
of AT1). It is also possible to estimate the magnitude of thecomputationgusing data from primary frequency standards,
correlation and correct for it for examplg. Another solution is to modify the algorithm to
These methods limit the maximum weight that any clockinclude explicitly different weights for short-term and long-
can have in the ensemble, even if that large weight woulderm predictions.
have been deserved on statistical grounds. The reason is that The time and frequency of the scale itself can be made
one of the motivations for using an ensemble is safety an@lmost totally insensitive to a change in the membership of
robustness in case of a failure. An ensemble whose time i§1e ensemble, provided that the initial parameters of a new
effectively computed using only one clock will have a seri- clock are accurately determined. These initial parameters are
ous problem when that high-weight clock fails or has a dataisually determined by running a new clock in the scale with
glitch. These problems can be more easily addressed iits weight administratively kept at 0.
scales that are not computed in real titeach as TAI, which One of the practical difficulties in running an ensemble
is computed about one month after the falttis much easier is that there is no physical clock that realizes its time or
to recognize a problem retrospectively and to administrafrequency. This deficiency must be remedied if the ensemble
tively remove a clock from the ensemble when later datdime is used to control a physical device. One solution is to
shows that it was starting to behave erratically. steer a physical clock so that its time and frequency track the
Since the weights are normalized using E85), any  corresponding ensemble parameters. There are a number of
method that limits the maximum weight that a good clockdifferent ways of realizing this steering: the algorithm can
can have implicitly gives poorer clocks more weight thane€mphasize time accuracy or frequency smoothness, but not
they deserve. The price for keeping good clocks from takind?0th. An algorithm that emphasized time accuracy would use
over the scale is therefore a scale that is not as good as l@rge frequency adjustments and time steps to keep the
could be because poorer clocks have more weight than theg;eered clock as close as possible to ensemble time. An al-
deserve based on statistical considerations. gorithm that emphasized smoothness would limit the magni-
A similar effect happens when a member clock has dude of frequency adjustments and never use time steps. The
large prediction error and is dropped from the ensemble as ghoice between the two extrem@s the relative importance
result. The contribution that this clock would have made to°f accuracy and smoothness in a mixed solyticennot be
the ensemble is divided among the remaining members, witAPecifieda priori—the choice depends on how the data are
the result that the ensemble tinfend, indirectly, its fre- t0 be used. Historically, steering algorittms at NIST have
quency may take a step when this happens. This can pdéended to place a higher value on frequency smoothness than
especially serious in a small ensemble with one clock that &N accuracy, with the inevitable result that the time disper-
significantly poorer than the others. If one of the good clockssion of UTANIST) is larger than it would be if time accu-
is dropped because it fails a test based on its prediction errofacy were emphasized more strongly.
its weight will be distributed among the remaining members.
If the weights of the other clocks are already limited by the
administrative constraints that we discussed above, the res
is to transfer the weight of this good clock to the poorest
clock in the ensemble. Finally, we turn to the question of how best to use a time
The methods used to calculate the frequency and theignal that we receive from a distant source of uncertain
weight of each clock are effectively trying to separate theaccuracy over a channel whose delay may be variable. In the
observed variance in the time difference data into determinsimplest distribution system, the receiver is a simple,
istic and stochastic components. This separation, which i8dumb” device. Its internal state(whether time or fre-
implicitly based on a Fourier decomposition of the variancequency is simply reset whenever a signal is received. The
can never be perfect. These methods tend to have the masignal may be corrected for transmission delay or some other
difficulty distinguishing between deterministic frequency ag-systematic correction might be used, but the important point
ing and random-walk frequency noise because the two havis that the previous state of the receiver makes little or no
similar “red” Fourier decompositions. This is the reason contribution to the process. This may be the best strategy if
AT1 and similar time scales often do not include a term forthe uncertainty in the receiver state is so high as to make it
deterministic frequency aging into the model equations foreffectively worthless, but it is important to recognize that
the time differences of the clocks—it is very difficult to es- this is not universally true, and that the state of the receiver
timate these parameters in the presence of the random-waliefore the new information is received also contains infor-
noise in the data. This can be a serious problem in an ermation that may be useftf.
semble containing hydrogen masers, which tend to have sig- The performance of the receiver clock can be character-

VI. SYNCHRONIZING A CLOCK USING TIME
GNALS
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ized in terms of deterministic and stochastic componentsavailability, which is a pseudo-random process that looks
The deterministic aspects of its performance can be used iike noise in the short term. In the usual state of affairs, the
predict the data that will be received from the transmitter afrequency of the local clock is more stable than the time
some future time. This prediction is never perfect, of coursedifference measurements would indicate—in other words
because the deterministic components may not be knowthese fluctuations in the measured time difference do not
precisely, because even if they are known at one instant thaynply a corresponding fluctuation in the frequency of the

are likely to evolve in time, and because the stochastic comlocal clock. The optimum strategy is clearly to leave the

ponents of the model are always present and add noise to dtical clock alone in the short term, since its free-running

measurements. Although this prediction might not be as acstability is better than the time-difference data would indi-

curate as we would like, it nevertheless can often provide awate. This implies some form of averaging of the measure-
important constraint on the received data. ments, with the details depending on the application.

The most useful situation arises when the spectrum of When the variance in the time-difference data can be
the noise in the receiver clock has little or no overlap withmodeled as white phase noise, then the optimum strategy is
the spectrum of the noise in the transmission chafitiehis  clearly to make a large number of rapid-fire time-difference
happy situation supports the concept of “separation ofmeasurements and to average these data. This process can
variance”—the ability to distinguish between a “true” sig- continue for as long as the variance continues to look like
nal, which should be used to adjust the state of the receiverhite phase noise. For synchronization over packet networks
clock, and a “false” signal which is due to an un-modeled such as the Internet, it is quite common to find periods of up
fluctuation in the channel delay and which should therefordo 15—-30 s when this assumption is valid, and it is a simple
be ignored. In an extreme situation, this strategy could benatter to make 5@or more time-difference measurements
used to detect a failure in the transmitter clock itself. during this period(The same idea can be used to improve

Decisions based on separation of variance are probabthe measurement noise in a time-scale system. In that case as
listic (rather than deterministian nature, and will only be well, the short-term variance is well modeled as white phase
correct in an average sense at best. Whether or not theyise) These data would be averaged to form a single point,
improve matters in a particular situation depends on the vawhich was then used to discipline the local clock using a
lidity of the assumption of separation of variance and on thenodel such as Eq$30) or (31). Although the average cost
accuracy of the various variance estimators. Since the estof the synchronization process depends only on the number
mators must be based on the data themselves, a certaif calibration cycles, clustering the measurements in this
amount of ambiguity is unavoidable. way may improve the performance of the synchronization

This method obviously fails in those spectral regionsalgorithm by optimally averaging the white phase noise of
where separation is impossible. There is no basis for decidhe measurement process. Although the average cost of the
ing whether the observed signal is “real” and should be usedynchronization process would be the same if the measure-
to adjust the local clock or represents transmission noise anaents were spread out uniformly in time, the performance
should be ignored. If the resulting ambiguity results in unac-would not necessarily be as good because the increased in-
ceptably large fluctuations, then either the receiver or théerval would put the measurements outside of the time do-
channel must be improved. The crucial point is that neithemain where the fluctuations are dominated by white phase
the receiver clock nor the transmission channel need be goatbise’® While the cost of realizing this synchronization pro-
everywhere in the frequency domain—it is perfectly ad-cess increases linearly with the number of calibration cycles
equate if they have complementary performance characterishat are used in each group, the variance only improves as
tics, and this may in fact be the “optimum,” least-cost alter- the square root of this number, so that incremental improve-
native for achieving a given accuracy in the distribution ofments in the performance of the algorithm become increas-
time or frequency. ingly expensive to realize.

These considerations explain why it may not be opti- At some longer time, the variance of the averaged time
mum to use the signal received over a noisy channel “as is.’differences drops below the variance of the free-running
It may be possible to remove the channel noise if the re€lock, and that is the point at which some form of correction
ceived data can be used to discipline an oscillator whose the time of the local clock is appropriatéote that the
inherent noise performance can be characterized by a varsrossover is not determined by the frequency offset of the
ance that separates cleanly from the noise added by the chdoeal clock but by the stochastic noise in this parameter.
nel in the sense we have discussed. These ideas can be usgeterministic offsets may be a nuisance in practice, but they
to filter the intentional degradations imposed on the GPSan always be removed in principle and should not play a
satellites because of selective availablfitand to improve role in a variance analysis. Furthermore, if the variance of
the distribution of time on widearea networks such as thahe local clock can be characterized as white frequency
Internet’® noise, then averaging consecutive, closely spaced frequen-

These strategies can become quite complicated in detaities will yield a statistically robust frequency estimate. The
but all of them tend to share a number of general charactedomain in which white frequency noise dominates the vari-
istics. Individual measurements of the time difference areance is often quite small, so that frequency averaging often
usually dominated either by white phase noise arising frondoes not produce an appreciable improvement in the perfor-
the measurement process itself or by something like selectivmance of the synchronization procesBhis crossover point
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is never absolute, however. The local clock will always con-would be required to remove diurnal and similar load-related
tribute some information to the measurement process—anfiuctuations in the network delay.
even if this information is only used to detect a gross failure
of the distant clock or of the calibration channel it should
robably never be completely ignoréd.
P Y P v 19 XVII. DISCUSSION

In the usual situation, the noise in the data from the

distant clock continues to decreageelative to the local | have described some of the principles that are used to
clock) at longer averaging times, so that the weight attachediesign clocks and oscillators, and | have introduced the sta-
to the time-difference data in steering the local clock in-tistical machinery that is used to describe time and frequency
creases by a corresponding factor. This is certainly true fogata. This machinery can be used to characterize the oscilla-
the degradation imposed on the GPS satellites by selectivers themselves and also to understand the degradation that
availability, and it is also a common feature of noise in aresults from transmitting these data over noisy channels with
communications channel. Since both of these fluctuations anearying delays.

bounded in time, they make contributions to the Allan vari-  Time and frequency measurements will continue to play
ance that must decrease at least as fast as the averaging tifieimportant role in science, engineering, and life in general.

for sufficiently long intervals. Several new requirements are likely to be most important in

These considerations tend to imply relatively slow cor-the near term:

rection loops—the time constant for steering a good comgy)
mercial cesium standard to a GPS signal is usually a day or
longer. The corresponding time constant for a computer
clock synchronized using messages transmitted over the In-
ternet is usually a few hours. Although such loops maximize
the separation of variance and uses both the local hardware
and the calibration channel in a statistically optimum way,
they have problems nevertheless. The very slow response of
the correction loop means that it takes a long time to settle
down when it is first turned on and also after any transient. A
step of the local clock either in frequency or in time may
persist for quite some time before it is finally removed. The
loop may never reach steady-state operation in the extre )
case. More frequent calibrations and shorter time constant
are usually used when worst-casather than long-term av-
erage performance is the principal design metric.

Another situation which requires more frequent calibra-
tions and shorter time constants occurs when the local oscil-
lator has a relatively rapid variation in frequency that cannot
be characterized as a noise process. An example would be(@)
large sensitivity to ambient temperature. Such an oscillator
will tend to have large nearly diurnal frequency variations,
and much of the variation will often be concentrated near the
start and end of the working day. Although the time disper-
sion averaged over 24 h will tend to be small, the maximum
dispersion during the day may be unacceptably large, and
relatively frequent calibrations may be required to keep the
time dispersion within specified limits. (d)

The opposite problem happens when it is the channel
that has a large diurnal fluctuation in the del@s with
WWVB, for examplg. The optimum strategy is clearly to
increase the interval between calibrations so as to reduce the
sensitivity of the measurements to these spurious fluctua-
tions. This is not too hard to do in the case of WWVB, since
it is usually used with local oscillators that are stable enough
to support the required increase in averaging time. The
analogous problem in computer networks is more difficult to
deal with, since the clock circuits in many computers are not
stable enough to support the increase in averaging time that

The need for higher-accuracy frequency standards for
applications ranging from research in atomic physics
and astrophysics to synchronizing high-bandwidth
communications channels. Devices such as cesium or
rubidium fountains and trapped-ion devices are already
in the prototype stage, and devices that can potentially
realize the Sl second with an uncertainty of signifi-
cantly less than 10 are already being designed.
There is no reason to believe that the trend towards
improving the accuracy and stability of frequency stan-
dards will stop, or that applications for these improved
standardgboth in science and in engineerjngill not
follow their realization.

Making use of these new devices will require improve-
ments in distribution methods. Methods based on the
phase of the GPS carrier may be adequate—at least
initially, but other methods will probably be needed as
well. Digital transmission methods—especially meth-
ods using optical fibers—are likely to become more
important for many of these applications.

If these devices are to make a contribution to TA1, then
incorporating them will also require a better under-
standing of the transformation from the proper time
realized by the device to coordinate time—the exact
shape of the geoid, for example, especially at real-
world laboratories, which are often located at places
(such as Boulder, Coloraglavhich have inhomoge-
neous and inadequately documented crustal structure.
Applications such as electronic commerce, digital no-
taries, and updating distributed databases need methods
for simple, reliable, authenticated, and legally traceable
distribution of time information with moderate accu-
racy on the order of milliseconds. The demand for
these services is growing exponentially, and the servers
must be protected against attacks by a significant num-
ber of malicious users. These requirements for security
and reliability are not unique to digital time services, of
course, but addressing them while maintaining the ac-
curacy of the time messages presents some unique
problems, which may not be completely solved by sim-
ply scaling up the current designs.
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