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In this article, I will review the definition of time and time interval, and I will describe some of the
devices that are used to realize these definitions. I will then introduce the principles of time and
frequency metrology, including a discussion of some of the types of measurement hardware in
common use and the statistical machinery that is used to analyze these data. I will also introduce
various techniques of distributing time and frequency information, with special emphasis on the
global positioning system satellites. I will then discuss the advantages of clock ensembles and a
prototype time-scale algorithm. I will conclude with a discussion of how clocks are synchronized to
remote servers using noisy and poorly characterized transmission channels.
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I. INTRODUCTION

Clocks and oscillators play important roles in many
eas of science and technology, ranging from tests of gen
relativity to the synchronization of communication syste
and electric power grids. Hundreds of different types of d
vices exist, ranging from the cheap~but remarkably accurate!
crystal oscillators used in wrist watches to one-of-a-kind p
mary frequency standards that are both seven or more or
of magnitude more accurate and almost the same numb
powers of ten more expensive than a wrist watch. In spite
this great diversity in cost and performance, almost all of
devices can be described using basically the same statis
machinery. The same is true for methods of distributing ti
and frequency signals—the same principles are used to tr
mit time over dial-up telephone lines with an uncertainty
about 1 ms and to transmit time using satellites with an
certainty of about 1 ns.

In this article I will begin by describing the general cha
acteristics of clocks and oscillators. I will then discuss h
time and frequency are defined, how these quantities
measured, and how practical standards for these quan
are realized and evaluated. This characterization, and
analysis of time and frequency data in general, is com
cated because the spectrum of the variation is almost n
white and the conventional tools of statistical analysis
therefore usually not appropriate or effective.

I will then discuss the basic principles that govern me
ods for distributing time and frequency information. Th
channels used for this purpose are often noisy, and this n
is usually neither white nor very well behaved statistically
is often possible to separate the degradations due to the n
in the channel from the fluctuations in original data. A
though the details of how this can be done vary among
a!Electronic mail: jlevine@boulder.nist.gov
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different applications, we will see that all of them can
understood in terms of a few basic principles. I will discu
the details of specific applications only insofar as is nee
to illustrate these basic ideas.

I will not discuss the very large number of optical fre
quency standards that have been developed. Such de
would certainly qualify as standards from the stability po
of view, but their outputs must be handled by optical rath
than by electronic means at the current time, and the res
ing technology is very different as a result. In addition, it
extremely difficult to use these devices as clocks in the us
sense of that word—counting an optical frequency has b
done using various heterodyne methods, but these mea
ments are far from routine.

II. CHARACTERISTICS OF OSCILLATORS AND
CLOCKS

An oscillator is comprised of two components: a gene
tor that produces periodic signals and a discriminator t
controls the output frequency. In many configurations,
discriminator is actively oscillating and the output frequen
of the device is set by a resonance in its response. Pendu
clocks and quartz–crystal oscillators are of this type—
both cases the frequency is determined by a mechanical r
nance which must be driven by an external power source
other configurations, the discriminator is passive—
frequency-selective property is interrogated by a variab
frequency oscillator whose frequency is then locked to
peak of the discriminator response function using some fo
of feedback loop.

Atomic frequency standards fall into both categories. L
sers are usually~but not always! in the first category, while
cesium and rubidium devices are almost always in the s

ond. Hydrogen masers can be either active or passive—both
designs have advantages, as we will see below.
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Either type of oscillator can be used to construct a clo
The periodic output is converted to a series of pulses~using
a mechanical escapement or an electrical zero-crossing
tector, for example!, and the resulting ‘‘ticks’’ are counted in
some way. While the frequency of an oscillator is a functi
of its mechanical or physical properties, the initial reading
a clock is totally arbitrary—it has to be set based on so
external definition. This definition cannot be specified fro
the technical point of view—for historical and practical re
sons the definition that is used is based on the motion of
earth.1

The vast majority of oscillators currently in use are s
bilized using quartz crystals. Even the quartz crystals use
the frequency reference in inexpensive wrist watches
have a frequency accuracy of 1 ppm and a stability a fa
of 10 or more better than this. Substantially better perf
mance can be achieved using active temperature con
They are usually the devices of choice when lowest c
robust design, and long life are the most important consid
ations. They are not well suited for applications~such as
primary frequency standards! where frequency accuracy o
long-term frequency stability are important. There are t
reasons for this. The mechanical resonance frequency
pends on the details of the construction of the artifact an
therefore hard to replicate. In addition, the resonance
quency is usually affected by fluctuations in temperature
other environmental parameters so that its long-term stab
is relatively poor. A number of very clever schemes ha
been developed to mitigate these problems, but none of t
can totally eliminate the sensitivity to environmental pert
bations and the stochastic frequency aging that are the c
acteristics of an artifact standard.2

Atomic frequency standards use an atomic or molecu
transition as the discriminator. In the passive configurati
the atoms are prepared in one of the states of the clock t
sition and are illuminated by the output from a separate
cillator. The frequency of the oscillator is locked to the ma
mum in the rate of the clock transition. An atomic frequen
standard therefore requires a ‘‘physics package’’ that p
pares the atoms in the appropriate state and detects the
that they have made the clock transition following the int
action with the oscillator. It also requires an ‘‘electroni
package’’ that consists of the oscillator, the feedback
cuitry to control its frequency, and various synthesizers
frequency dividers to convert the clock frequency to stand
output frequencies such as 5 MHz or 1 Hz. Since the tra
tion frequencies are determined solely by the atomic str
ture in principle, these standards would seem to be free
many of the problems that limit the accuracy of artifact sta
dards. This is true to a great extent, but the details of
interaction between the atoms and the probing frequency
the interaction between the physics and electronics pack
affect the output frequency to some degree, and blur
distinction between a pure atomic frequency standard

2568 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
one whose frequency is determined by a mechanical artifa
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III. DEFINITION OF TIME INTERVAL OR FREQUENCY

Time interval is one of the base units of the Internation
System of Units~the SI system!. The current definition of the
second was adopted by the 13th General Conference
Weights and Measures~CGPM! in 1967:

The second is the duration of 9 192 631 770 periods of
the radiation corresponding to the transition between
the two hyperfine levels of the cesium 133 atom.3

This definition of the base unit can be used to derive
unit of frequency, the hertz. Multiples of the second, such
the minute, hour, and day are also recognized for use in
SI system. Although these common units are defined
terms of the base unit just as precisely as the hertz is, the
not enjoy the same status in the formal definition of t
international system of units.4

The definition of the SI second above implies that it
realized using an unperturbed atom in free space and tha
observer is at rest with respect to the atom. Such an obse
measures the ‘‘proper’’ time of the clock, that is the result
a direct observation of the device independent of any c
ventions with respect to coordinates or reference frames

Practical timekeeping involves comparing clocks at d
ferent locations using time signals, and these processes i
duce the need for coordinate frames. International ato
time ~TAI ! is defined in terms of the SI second as realized
the rotating geoid,5 and TAI is therefore a coordinate~rather
than a proper! time scale.

This distinction has important practical consequences
perfect cesium clock in orbit around the earth will appear
observers on the earth as having a frequency offset with
spect to TAI. This difference must be accounted for using
usual corrections for the gravitational redshift, the first- a
second-order Doppler shifts, etc. These frequency cor
tions are important in the use of the global positioning s
tem ~GPS! satellites, as we will discuss below.

A. Realization of TAI

TAI is computed retrospectively by the International B
reau of Weights and Measures~BIPM!, using data supplied
by a world-wide network of timing laboratories. Each pa
ticipating laboratory reports the time differences, measu
every five days~at 0 h onthose modified Julian day numbe
which end in 4 or 9!, between each of its clocks and i
laboratory time scale, designated UTC~lab!. To make it pos-
sible to compare data from different laboratories, each la
ratory also provides the time differences between UTC~lab!
and GPS time, measured using an algorithm defined by
BIPM and at times specified in the BIPM tracking schedul
~The GPS satellites are used only as transfer standards
the satellite clocks drop out of the data.! Approximately 50
laboratories transmit data from a total of about 250 clocks
the BIPM using these methods.

Using an algorithm called ALGOS, the BIPM compute
the weighted average of these time-difference data to p
duce an intermediate time scale called echelle atomique l
~EAL!. The length of the second computed in this way

Judah Levine
ct.
compared with data from primary frequency standards and a
correction is applied if needed so as to keep the frequency as
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close as possible to the SI second as realized by these
mary standards. The resulting steered scale is TAI. As
December, 1998, the fractional frequency differen
f (EAL) 2 f (TAL) 57.13310213. At that same epoch, th
fractional frequency offset between TAI and the SI second
realized on the rotating geoid was estimated by the BIPM
be

d5~uTAI2u0!/u05~24610!310215.

The determination of the uncertainty for the estimate ofd is
complex. It includes the uncertainties~usually the ‘‘type B’’
uncertainty, which we define later! associated with the dat
from the different primary frequency standards; extrapo
ing these data to a common interval also requires a mode
the stability of EAL. The details are presented in repo
published by the BIPM.6

B. Coordinated universal time and leap seconds

It is simple in principle to construct a timekeeping sy
tem and a calendar using TAI. When this scale was defin
its time was set to agree with UT2~a time scale derived from
the meridian transit times of stars corrected for seaso
variations! on 1 January 1958. Unfortunately, the length
the day defined using 86 400 TAI seconds was shorter t
the length of the day defined astronomically~called UT1! by
about 0.03 ppm, and the times of the two scales bega
diverge immediately. If left uncorrected, this divergen
would have continued to increase over time, and its r
would have slowly increased as well as the rotational rate
the earth continued to decrease.

Initially, this divergence was removed by introducin
frequency offsets between the frequency used to run ato
clocks and the definition of the duration of the SI seco
Small time steps of 0.05 or 0.1 s were also introduced
needed.7 This steered time scale was called coordinated u
versal time~UTC!—it was derived from the definition of the
SI second, but was steered~that is, ‘‘coordinated’’! so that it
tracked the astronomical time scale UT1.

This method of coordinating UTC turned out to be aw
ward in practice. The frequency offsets required for coor
nation were on the order of 0.03 ppm, and it was difficult
insert these frequency offsets into real-world clocks. On
January 1972, this system was replaced by the current
tem which uses integral leap seconds to realize the stee
needed so that atomic time will track UT1. The rate of UT
is set to be exactly the same as the rate of TAI, and
divergence between UTC and astronomical time is remo
by inserting ‘‘leap’’ seconds into UTC as needed. The le
seconds are inserted so as to keep the absolute magnitu
the difference between UTC and UT1 less than 0.9 s. Th
leap seconds are usually added on the last day of Jun
December; the most recent one was inserted at the end o
December 1998 and the time difference TAI-UTC beca
exactly 32 s when that happened. The leap seconds ar
ways positive, so that UTC is behind atomic time, and t
trend will continue for the foreseeable future.

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
Although this system of leap seconds is simple in con
cept, it has a number of practical difficulties. A leap secon
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is inserted as the last second of the day~usually on the last
day of either June or December!, after 23:59:59, which
would normally have been the last second of the day.
name is 23:59:60, and the next second is 00:00:00 of the
day. The first problem is that it is difficult to define a tim
tag for an event that happens during the leap second.
time does not even exist on conventional clocks, for e
ample, and a time tag of 23:59:60 might be rejected a
format error by a digital system. Furthermore, there is
natural way of naming the leap second in systems that do
use the hh:mm:ss nomenclature. Many computer systems
into this category because they keep time in units of seco
~and fractions of a second! since some base date.

Calculating the length of a time interval that crosses
leap second presents additional ambiguities. An inter
based on atomic time or on some other periodic process
differ from a simple application of a calculation based on t
difference in the UTC times, since the latter calculation
fectively ‘‘forgets’’ that a leap second has happened onc
has passed.

There is no simple way of realizing a time scale that
both smooth and continuous and simultaneously tracks U
This is because the intervals between leap seconds are
exactly constant and predictable, and there is no simple
gorithm that could predict them automatically very far in
the future. Each leap second is announced several mont
advance by the International Earth Rotation Service in Pa8

Thus, changing the SI definition of the second~which would
produce difficulties in the definitions of other fundamen
constants anyway! could reduce the frequency of leap se
onds, but would not entirely remove the need for them. T
problem would return in the future anyway as the length
the astronomical day increased.

It is possible to avoid the difficulties associated with le
seconds by using a time scale that does not have them,
as TAI or GPS time. There are a number of practical di
culties with this solution, such as the facts that most tim
laboratories disseminate UTC rather than TAI, and that G
time may not satisfy legal traceability requirements in so
situations. Practical realizations of this idea often require
cillary tables of when leap seconds were inserted into UT

IV. CESIUM STANDARDS

Cesium was chosen to define the second for a numbe
practical reasons. The perturbations on atomic energy le
are quite small in the low-density environment of a bea
and atomic beams of cesium are particularly easy to prod
and detect. The frequency of the hyperfine transition t
defines the second is relatively high and the linewidth can
made quite narrow by careful design. At the same time
transition frequency is still low enough that it can be m
nipulated using standard microwave techniques and circu

In spite of these advantages, constructing a device
realizes the SI definition of the second is a challenging a
expensive undertaking. Although the frequency offsets p
duced by various perturbations~such as Stark shifts, Zeema

2569Judah Levine
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shifts, Doppler shifts,...! are small in absolute terms, they are
large compared to the frequency stability that can be
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achieved in a well-designed device. A good commercial
sium frequency standard, for example, might exhibit fra
tional frequency fluctuations of 2310214 for averaging
times of about one day. The frequency of the same de
might differ from the SI definition by 1310213 or more
~sometimesmuch more!, and this frequency offset ma
change slowly with time as the device ages.~This frequency
offset is what remains after corrections for the perturbati
mentioned above have been applied. If no corrections
applied, the fractional frequency offset is usually domina
by Zeeman effects, which can be as large as 1310210.!

Constructing a device whose accuracy is comparabl
its stability is a difficult and expensive business, and onl
few such primary frequency standards exist. It is usually
possible to reduce the systematic offsets to sufficiently sm
values, and the residual offset must be measured and
moved by means of a complicated evaluation process
often takes several days to complete.9 The operation of the
standard may be interrupted during the evaluation, so
many primary frequency standards cannot operate cont
ously as clocks. In addition, the systematic offsets m
change slowly with time even in the best primary standa
so that evaluating their magnitudes is a continuing~rather
than a one-time! effort.

A simple oven can be used to produce a beam of ces
atoms. The oven consists of a small chamber and a na
slit through which the atoms diffuse. The operating tempe
ture varies somewhat, but is generally less than 100 °C
that the thermal mean velocity of the cesium atoms is so
what less than 300 m/s. Operating the oven at a higher t
perature increases the flux of atoms in the beam and th
fore the signal to noise ratio of the servo loop to control
local oscillator, but the velocity of the atoms also increa
as the square root of the temperature. This decreases
interaction time and increases the linewidth by the same
tor, but the more serious problem is usually that the collim
tion of the beam is degraded. The decrease in interac
time resulting from raising the temperature can be offset
using only the low-frequency ‘‘tail’’ of the velocity distribu
tion.

Conventional frequency standards use an inhomo
neous magnetic field~the ‘‘A’’ magnet! as the state selecto
The atoms enter the A magnet off axis and are deflected
the interaction between the inhomogeneous magnetic
and the magnetic dipole moment of the atom. The geom
is arranged so that only atoms in theF53 state emerge from
the magnet—atoms in the other state are blocked by a
chanical stop. It is not practical to make the magnetic field
the A magnet large enough to separate themF sub levels of
the F53 state.

The atoms that emerge from the A magnet enter an
teraction region~the ‘‘C’’ region!, where they are illumi-
nated by microwave radiation in the presence of a cons
magnetic field, which splits the hyperfine levels because
the Zeeman effect. Although the transition between theF
53 mF50 to F54 mF50 is offset somewhat as a result
this field, the sensitivity to magnetic field inhomogeneities

2570 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
reduced, and the clock transition is independent of the ma
netic field value in first order. The actual value of the field is
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usually measured by observing the frequencies of fie
dependent transitions between othermF states.

The microwave radiation that induces the clock tran
tion is applied in two separate regions separated by a d
space~Ramsey configuration10!. The atoms experience tw
kinds of transitions: ‘‘Rabi’’ transitions due to a single inte
action with the microwave field, and ‘‘Ramsey’’ transition
due to a coherent interaction in both regions. The Rabi tr
sitions have a shorter interaction time and therefore a la
linewidth. The magnitude of the magnetic field in the C r
gion is usually chosen so that the Rabi transitions betw
the different sub levels will be well resolved. A typical valu
for a conventional thermal-beam standard would be ab
531026 T. It is possible to use a lower value of magne
field which does not completely resolve the Rabi transitio
While this reduces the Zeeman correction, it complicates
analysis of the Ramsey line shapes.

The length of this drift space and the velocity of th
atoms determine the total interaction time, which in turn s
the fundamental linewidth of the device. The microwave f
quency is adjusted until the transition rate in the atoms i
maximum; the transitions are detected using a second in
mogeneous magnetic field, which is created by the ‘‘B
magnet. The gradient of the B field is usually configured
as to pass only those atoms that are in the final state of
clock transition~a ‘‘flop-in’’ configuration!. This configura-
tion eliminates the shot noise in the detected beam du
atoms that do not make the clock transition in the C regi
However, it is more difficult to test and align, since there
no signal at all until everything is working properly.

The state-selection process in a conventional cesium
vice is passive—it simply throws away those atoms that
not in the proper state. There are 16 magnetic sub level
the ground state: 9 forF54 and 7 forF53 ~that is, 2F
11 in both cases!. All of them have essentially the sam
energy and are therefore roughly equally populated in a th
mal beam. As a consequence, only 1/16 of the flux emerg
from the oven is in a singleF, mF state, and only this smal
fraction of the atoms is actually used to stabilize the osci
tor. This unfavorable ratio can be improved using active st
selection—that is, by optically pumping the input beam so
to put nearly all of the atoms into the initial state of the clo
transition. A similar technique can be used to detect the
oms that have undergone the clock transition in the inter
tion region. This design increases the number of atoms
are used in the synchronization process and therefore
signal to noise ratio of the error voltage in the servo loop t
controls the oscillator. In addition, it removes some of t
offsets and problems associated with the fields due to th
and B magnets. Although the optical pumping techniqu
that are needed to realize this design have been known
many years,11 realizing a standard using these principles w
not practical until recently when lasers of the appropri
wavelengths became available.

Another technique for improving the performance of t
device is to increase the interaction time in the C region
increasing its length or by decreasing the velocity of t

Judah Levine
g-atoms. The ultimate version of this idea may be an ‘‘atomic
fountain’’ in which atoms are shot upward through the inter-
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action region, reverse direction, and fall back down throu
the same region a second time. This idea was proposed m
than 40 years ago,12 but has only recently become feasible
a result of developments in laser cooling and trapping. T
fountain idea has a number of advantages over one-way
signs. The atoms are moving more slowly and the interac
time can be longer as a result. In addition, the fact that ato
traverse the interaction region in both directions can be u
to cancel a number of systematic offsets that would oth
wise have to be estimated during the evaluation process

V. OTHER ATOMIC STANDARDS

Cesium is not the only atom that can be used as a re
ence for a frequency standard; transitions in rubidium a
hydrogen are also commonly used. In order to relate th
frequencies to the SI definition, devices based on rubid
or hydrogen must be calibrated with respect to prim
cesium-based devices if accuracy is important to their u
As we have discussed above, this is true for commer
cesium devices as well if the accuracy of the output f
quency is to approach the frequency stability of the dev
In spite of this similarity, there are real differences amo
the devices.

Rubidium devices usually use low-pressure rubidium
por in a cell filled with a buffer gas such as neon or heliu
rather than the atomic-beam configuration used for cesi
The clock transition is theF51, mF50 to F52, mF50
transition in the2S1/2 ground state of87Rb, its frequency is
about 6.83 GHz. The two states of the clock transition
essentially equally populated in thermal equilibrium.

The atoms are optically pumped into theF52 state.
There are a number of ways of doing this. One comm
method uses a discharge lamp containing87Rb whose light is
passed through an absorption cell containing85Rb. The light
emerging from the lamp could induce optical frequency tr
sitions from both theF51 andF52 states to higher excite
levels. However, there is a coincidence between transit
in 85Rb and87Rb. The effect of this coincidence is that th
light which would have induced transitions originating fro
the F52 state is preferentially absorbed in passing throu
the85Rb filter, whereas the component that interacts with
F51 lower state is not. When the filtered light enters t
cell, it preferentially excites theF51 state of the clock tran
sition because the light that would interact with theF52
state has been preferentially absorbed in the85Rb cell. The
excited atoms decay back to the two ground sub lev
Those atoms which decay back to theF51 state are prefer
entially excited again, while those atoms that decay bac
theF52 state tend to remain there. The result is to build
a nonequilibrium distribution in these two sub levels. As
cesium, a magnetic field is applied to split the hyperfine s
levels and to reduce the sensitivity to any residual inhom
geneities and fluctuations in the ambient field. When the
crowave clock frequency is applied, theF51, mF50 state is
partially repopulated by the induced transition between
two clock states, the absorption of the incident light from t

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
lamp increases again, and the transmitted intensity drop
This decrease in transmitted intensity~typically on the order
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of 1%! is used to lock the incident microwave frequency
the clock transition.

The beauty of this design is that the microwave tran
tion modulates an optical intensity, and changes in the
ible photon flux are much easier to detect than the same
of microwave photons would be. On the other hand, the
crease in the transmitted light through the cell must be
tected against the shot noise in the full background li
from the lamp. Using a discriminator based on the visib
flux from the lamp makes the device simpler and cheap
but it also makes for poorer stability and larger and mo
variable frequency offsets than would be found in a go
cesium-based device. This is because of pressure shifts i
cells, light shifts due to the lamp, a large dependence of
clock frequency on the ambient magnetic field, and ot
effects. The values of many of these parameters mus
chosen as a compromise between accuracy and stabilit
higher-intensity lamp, for example, increases the signa
noise ratio in the resonance-detection circuit, but also
creases the light shift~the ac Stark effect on the clock tran
sition!. A typical rubidium-stabilized device might have
stability and an accuracy 100 times~or more! poorer than a
device using cesium in the standard beam configuration
terms of the Allan deviation~to be defined later!, the perfor-
mance is generally about 3310211/t1/2 for averaging times
~that is, values oft! between about 1 and 104 s; the long-
term frequency aging is typically on the order of
310211/month. On the other hand, they are usually subst
tially cheaper, lighter, and smaller than standard cesium
vices.

Both the advantages and the limitations of rubidium d
vices are due to the implementation in an optically pump
cell with a buffer gas rather than to any inherent differen
between cesium and rubidium. A cesium-based device
used a cell rather than a beam, for example, might h
many of the advantages of both systems, and such a de
has been under development for some time. Furthermor
fountain based on rubidium would have a number of adv
tages over a cesium-based device. Although the clock t
sition has a lower frequency in rubidium, the atom–ato
collision cross section in the cold beam of a fountain is s
stantially smaller than in cesium13 so that the beam flux can
be greater. The short-term stability will be improved as
result; a number of other systematic offsets would also
smaller. ~Improving the short-term stability is a very valu
able advantage, since it eases the requirements on the s
ity of the local oscillator which interrogates the atoms a
which acts as a flywheel between cycles of the fountain.!

As with cesium and rubidium, the clock transition in
hydrogen maser is a hyperfine transition in the ground s
of the atom. TheF50 andF51 hyperfine states are sep
rated using an inhomogeneous field as in a cesium dev
but instead of using the beam geometry of a cesium-ba
device, the atoms in the initial state of the clock transiti
enter a bulb that is inside of a microwave cavity.14 In a
passive maser, the atoms in the cavity are probed wit
microwave signal at 1.42 GHz, and the interaction with t

2571Judah Levine
s.atoms produces a phase shift in the reflected signal that is
dispersive about line center. In an active maser, the losses of
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the cavity are small enough so that the device oscillate
the hyperfine transition frequency.

The frequency of oscillation of an active maser is a fun
tion of both the cavity resonance frequency and the ato
transition frequency, so that some means of stabilizing
cavity is usually required. Collisions with the walls of th
bulb also affect the frequency of the device. Various stra
gies are used to minimize these effects, including apply
special ‘‘nonstick’’ coatings to the inside of the bulb an
actively tuning the resonance frequency of the cavity so
it is exactly on atomic line center.

In spite of these techniques, hydrogen masers usu
have frequency offsets that are large compared to the st
ity of the device.~The fractional frequency offset of a hydro
gen maser is often of order 5310211, while the fractional
frequency fluctuations at one day can be as small a
310216.! In addition to being significant, these offsets us
ally change slowly with time in ways that are difficult t
predict. Nevertheless, the frequency stability over short p
ods~usually out to at least several days! can be much bette
than the best cesium device. Hydrogen masers are there
the devices of choice when the highest possible freque
stability is required and cost is not an issue.

Finally, a number of other transitions have been used
stabilize oscillators. Some of the most stable devices
those using a hyperfine transition in the ground state of
alkali-like ion,15 such as199Hg1.16 This ion has a structure
similar to cesium, with a single 6s electron outside of a
closed shell. The clock transition is the hyperfine transit
in the ground state analogous to the transition in cesium
has a frequency of 40.5 GHz. Using a linear ion trap
confine the ions, frequency standards with a stability o
310214/t1/2 ~wheret is the averaging time in seconds! have
been reported15 and devices based on other ions are be
developed.17 These devices have the advantage that the
teraction time can be much longer than in a conventio
beam configuration.

VI. QUARTZ CRYSTAL OSCILLATORS

Each of the devices we have discussed above is im
mented using a quartz–crystal oscillator whose frequenc
stabilized to the atomic transition using some form of fee
back loop. The details of the loop design vary from o
device to another, but the loop will always have a fin
bandwidth and therefore a finite attack time. The inter
oscillator is essentially free running for times much shor
than this attack time, and the stability of all atomic-stabiliz
oscillators is therefore limited at short periods to the fre
running stability of the internal quartz oscillator.~The
boundary between ‘‘short’’ and ‘‘long’’ periods varies from
one device to another, of course. A typical value for ma
commercial devices is probably on the order of seconds!

An obvious simplification would be to use the ba
quartz–crystal oscillator and to dispense altogether with
stabilizer based on the atomic transition. The stability
such a device is clearly the same as an atomic-based sy

2572 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
at sufficiently short times. The stability at longer times will
depend on how well the quartz crystal frequency referenc
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can be isolated from environmental perturbations, or h
well the effects of these perturbations can be estimated
removed.2 Quartz–crystal oscillators can be surprising
good in this respect. Even cheap wrist watches have osc
tors that may have a frequency accuracy of about 1 ppm
a stability 10 or 50 times better than this. The residual f
quency fluctuations are largely due to fluctuations in the a
bient temperature, and stabilizing the temperature can
prove the performance.

VII. MEASURING TOOLS AND METHODS

The oscillators that we have discussed above gener
produce a sine-wave output at some convenient freque
such as 5 MHz.~This frequency may also be divided dow
internally to produce output pulses at a rate of 1 Hz. Crys
designed for wrist watches and some computer clocks o
operate at 32 768 Hz to simplify the design of these 1
dividers.! A simple quartz–crystal oscillator might opera
directly at the desired output frequency; atomic standa
relate these output signals to the frequency appropriate to
reference transition by standard techniques of freque
multiplication and division. The measurement system th
operates at a single frequency independent of the type
oscillator that is being evaluated. The choice of this f
quency involves the usual trade-off between resoluti
which tends to increase as the frequency is made higher,
the problems caused by delays and offsets within the m
surement hardware, which tend to be less serious as the
quency is made lower.

Measuring instruments generally have some kind of d
criminator at the front end—a circuit that defines an even
occurring when the input signal crosses a specified refere
voltage in a specified direction. Examples are 1 V with a
positive slope in the case of a pulse, or 0 V with a positive
slope in the case of a sine-wave signal. The trigger poin
chosen at~or near! a point of maximum slope, so as to min
mize the variation in the trigger point due to the finite ri
time of the wave form.

The simplest method of measuring the time differen
between two clocks is to open a gate when an event is t
gered by the first device and to close it on a subsequent e
from the second one.18 The gate could be closed on the ve
next event in the simplest case, or theNth following one
could be used, which would measure the average time in
val over N events. The gate connects a known hig
frequency oscillator to a counter, and the time interval b
tween the two events is thus measured in units of the pe
of this oscillator. The resolution of this method depends
the frequency of this oscillator and the speed of the coun
while the accuracy depends on a number of parameters
cluding the latency in the gate hardware and any variati
in the rise time of the input wave forms. The resolution c
be improved by adding an analog interpolator to the dig
counter, and a number of commercial devices use
method to achieve sub-nanosecond resolution without
need for a reference oscillator whose frequency is 1 GHz

Judah Levine
e
greater.

In addition to these obvious limitations, time-difference
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measurements using fast pulses have additional proble
Reflections from imperfectly terminated cables may dist
the edge of a sharp pulse, and long cables may have en
shunt capacitance to round it by a significant amount.
addition to distorting the wave forms and affecting the tr
ger point of the discriminators, these reflections can alter
effective load impedance seen by the oscillator and pull it
frequency. Isolation and driver amplifiers are usually
quired to minimize the mutual interactions and complica
reflections that can occur when several devices must be
nected to the same oscillator, and the delays through th
amplifiers must be measured. These problems can be
dressed by careful design, but it is quite difficult to constr
a direct time-difference measurement system whose m
surement noise does not degrade the time stability of a
quality oscillator, and other methods have been develo
for this reason. Averaging a number of closely spaced tim
difference measurements is usually not of much help beca
these effects tend to be slowly varying systematic offs
which change only slowly in time.

Many measurement techniques are based on some
of heterodyne system. The sine-wave output of the oscilla
under test can be mixed with a second reference oscill
which has the same nominal frequency, and the much lo
difference frequency can then be analyzed in a numbe
different ways. If the reference oscillator is loosely locked
the device under test, for example, then the variations in
phase of the beat frequency can be used to study the
fluctuations in the frequency of the device under test. T
error signal in the lock loop provides information on th
longer-period fluctuations. The distinction between ‘‘fas
and ‘‘slow’’ would be set by the time constant of the loc
loop.

This technique can be used to compare two oscilla
by mixing a third reference oscillator with each of them a
then analyzing the two difference frequencies using the tim
interval counter discussed above. In the version of this i
developed at NIST,19 this third frequency is not an indepen
dent oscillator, but is derived from one of the input sign
using a frequency synthesizer. The difference frequency
a nominal value of 10 Hz in this case. The time interv
counter runs with an input frequency of 10 MHz and c
therefore resolve a time interval of 1026 of a cycle. This is
equivalent to a time-interval measurement with a resolut
of 0.2 ps at the 5 MHz input frequency.

All of these heterodyne methods share a common adv
tage: the effects of the inevitable time delays in the meas
ment system are made less significant by performing
measurement at a lower frequency where they make a m
smaller fractional contribution to the periods of the sign
under test. Furthermore, the resolution of the final tim
interval counter is increased by the ratio of the input frequ
cies to the output difference frequencies~5 MHz to 10 Hz in
the NIST system!. This method does not obviate the need
careful design of the front-end electronics—if anything t
increased resolution of the back-end measurement sy
places a heavier burden on the high-frequency portions of

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
circuits and the transmission systems. As an example, t
stability of the National Institute of Standards and Techno
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ogy ~NIST! system is only a few ps—about a factor of 10
20 poorer than its resolution.

Heterodyne methods are well suited to evaluating
frequency stability of an oscillator, but they often have pro
lems in measuring time differences because they usu
have an offset, which is an unknown number of cycles of
input frequencies. Thus the time difference between t
clocks measured using the NIST mixer system is offset w
respect to measurements made using a system based on
Hz pulse hardware by an arbitrary number of periods of th
MHz input frequency~i.e., some multiple of 200 ns!. To
further complicate the problem, this offset can change if
power is interrupted or if the system stops for any oth
reason.

The offset between the two measurement systems m
be measured initially, but it is not too difficult to recover
after a power failure, since the step must be an exact mult
of 200 ns. Using the last known time difference and fr
quency offset, the current time can be predicted usin
simple linear extrapolation. This prediction is then compa
with the current measurement, and the integer numbe
cycles is set~in the software of the measurement system! so
that the prediction and the measurement agree. This con
is then used to correct all subsequent measurements.
lack of closure in this method is proportional to the fr
quency dispersion of the clock multiplied by the time inte
val since the last measurement cycle, and the procedure
unambiguously determine the proper integer if this time d
persion is significantly less than 200 ns. This criterion
easily satisfied for a rubidium standard if the time interval
less than a few hours; the corresponding time interval
cesium devices is generally at least a day.

Given the difficulties of making measurements using
Hz pulses, it is natural to consider abandoning them in fa
of phase measurements of sine waves. The principal rea
for not doing this now is that almost all of the methods th
are used to distribute time are designed around 1 Hz tic
As we will see below, extracting 1 Hz ticks from a GP
signal is a straightforward business in principle, while pha
comparisons between a local 5 MHz oscillator and the sa
GPS signal have a number of awkward aspects and amb
ities. Very similar problems also make measurements o
Hz pulses the method of choice in two-way satellite tim
transfer.

VIII. NOISE AND MEASURES OF STABILITY

A. Introduction to the problem

We now turn to looking at ways of characterizing th
performance of clocks and oscillators. The simple notions
Gaussian random variables will turn out to be inadequate
this job, because many of the noise processes in clocks
not even close to Gaussian. In particular, the common
tions of mean and standard deviation~which completely
characterize a Gaussian distribution! must be applied with
great care—while their values usually exist in a formal sen
they do not have the nice properties that we usually think

2573Judah Levine
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l-
when these parameters are used to characterize a true Gauss-
ian variable. In particular, calculating either the mean or the

AIP license or copyright, see http://ojps.aip.org/rsio/rsicr.jsp



es
th

in

tic

fr
e

e

n
ot

e

a
t

ra
a

e—
fo
fte

ic
it
w

si
jo
th
ee

ua

ic
e

re
d

an
is is

on
nce
der

he
the
-

us
ll
ef-

ion
ds
re

n-
n-
e-
nd
ed

e-
t the
rm
gnal

a
c-
cks
ses
rre-
e-
we
uc-
yn-
the
red
ill

i-

lent
re-
nel
free
er-
that
standard deviation of one of these data set results in
mates that are not stationary and that depend on the leng
the time series used for the analysis.

When we speak of the time or frequency of a clock
the following discussion, we almost always meanrelative
values. Time is measured as the difference~in seconds! be-
tween the device under discussion and a second iden
noiseless one, and frequency is thefractional frequency dif-
ference between the same two devices. If the nominal
quency of the devices isv0 , and if the phase differenc
between them at some instant isf, then the fractional fre-
quency difference,y, is given in terms of the time derivativ
of the phase by

y5
ḟ

2pv0
. ~1!

Using this convention, frequencies are dimensionless qua
ties. We will also use the term frequency aging to den
slow changes in the fractional frequency~where slow means
long with respect to 1/y and certainly with respect to th
much smaller 1/v0!. The unit of frequency aging is s21.

B. Separation of variance

Noiseless measuring systems and perfect clocks
scarce commodities, and we must use real devices in a
system and extract from these data the performance pa
eters of each of the devices. One of the most important
pects of this job is the concept of separation of varianc
that is identifying which part of the system is responsible
the observed fluctuations in the data. This idea most o
arises in two contexts:

~a! We are trying to evaluate the performance of a dev
or system and we would like to be able to separate
performance from the noise due to the system that
are using as a reference. Both systems can be phy
clocks or pseudo clocks, such as time scales. This
is easy if the reference is much less noisy than
device under test; if this is not the case then the ‘‘thr
cornered hat’’ method can be used:20

Suppose we have three devices whose individ
variances ares i

2, s j
2, and sk

2. We wish to estimate
these parameters, but we can only compare the dev
to each other using pair-wise comparisons. The m
sured variances of these pair-wise comparisons ares i j

2 ,
s jk

2 , andski
2 . If the variances of the three devices a

roughly equal, then we can estimate the three in
vidual variances by

si
25

sij
21ski

2 2sjk
2

2
,

sj
25

sjk
2 1sij

22ski
2

2
, ~2!

sk
25

sjk
2 1ski

2 2sij
2

2
.
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These estimates can be misleading if the variances a
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correlated—the variances estimated in this way c
even be negative in this case despite the fact that th
impossible on physical grounds.

~b! We are trying to evaluate~or synchronize! a device
using data that we receive from a distant calibrati
source over a noisy channel. Even though the refere
device may be much more stable than the device un
test, its data are degraded by the channel noise.

It would be very helpful to be able to separate t
contributions to the variance due to the channel and
local clock in this configuration. This separation is im
portant for two reasons. In the first place, it tells
which part of the overall system is limiting its overa
performance, and where we should spend time and
fort to improve things. In the second place, separat
of variance plays a central role in designing metho
for synchronizing clocks when the calibration data a
degraded in this way.

This situation arises in a number of difference co
texts. We discuss later two common situations: sy
chronizing local clocks to GPS signals which are d
graded by selective availability and other effects a
synchronizing clocks using time signals transmitt
over packet networks such as the Internet.

C. Measurement noise

All of the instruments that are used for time and fr
quency measurements have some kind of discriminator a
input—something that is triggered when the input wave fo
crosses some preset threshold. Any noise on the input si
combines with the internal noise of the circuit to produce
jitter in the trigger point. These effects will produce a flu
tuation in the measured time difference between two clo
that has nothing to do with the clocks themselves—it ari
purely in the measurement process and there is no co
sponding jitter in the underlying frequency difference b
tween the two devices. It is especially important that
develop techniques that can identify the source of these fl
tuations in the data in applications where the goal is to s
chronize the local clock to a second standard. Adjusting
frequency of the local clock to compensate for this measu
time jitter is almost always the wrong thing to do, as we w
see below.

If the input data are a sine wave with amplitudeA and
frequencyv, then additive noise at the input to the discrim
nator of amplitudeVn will result in a time jitter whose am-
plitude is approximately

Dt>
Vn

Av
. ~3!

We usually assume that in each discriminator the equiva
noise voltage at the input is not correlated with the cor
sponding input signal, so that the time jitter in each chan
has no mean offset relative to the corresponding noise-
trigger point. Consecutive measurements of the time diff
ence are then randomly distributed about a mean value

Judah Levine
re
represents the actual time difference between the two clocks.
If the instantaneous noise-induced offset in the trigger point
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at some epocht is e(t), then the independence between t
signal and the noise in each channel implies that

^e~ t !e~ t1t!&5^e2~ t !&d~t!. ~4!

Since the autocorrelation ofe(t) is a delta function, its
power spectrum is constant for all frequencies, and meas
ment noise of this type is often called white phase noise
this reason.~Although white phase noise is often thought
as a Gaussian variable, this is not necessarily true. While
properties described above arenecessaryfor the statistical
distribution of the phase noise to be Gaussian, they are
sufficientto guarantee this. Nevertheless, although the in
vidual noise-induced offsets may or may not be Gauss
consecutive estimates of their mean will exhibit a Gauss
distribution as a result of the central limit theorem of stat
tics.!

Note that Eq.~4! is only an approximation—we canno
maket either very small or very large and so the autocor
lation is in fact bounded at small times by the finite ban
width of the measurement system and at long times by
length of the experiment. A real-world spectrum will ther
fore be not quite ‘‘white’’ for very short or very long mea
surement intervals but this is usually not important. The
nite response time of the overall system limits t
importance of very high-frequency noise, and other sour
of noise always become important at longer averaging tim

If the white phase noise is superimposed on a cons
frequency offset between the two devices, then consecu
measured time differences will scatter uniformly about a l
whose slope is given by this offset frequency. Because
this uniform scatter, the frequency difference between
two oscillators can be estimated using the usual least-squ
machinery. Although the white phase noise will contribute
the uncertainty of this estimate, it will not introduce a bias
frequency estimates computed from different blocks of d
will scatter uniformly about the true frequency offset b
tween the two devices. The statistical distribution of the
frequency estimates can be calculated using the stan
methods of propagation of error.

D. Frequency noise processes

Although white phase noise arises in the measurem
process and is not due to the oscillator itself, there are
noise sources within the oscillator that we must consider.
we discussed above, an atomic clock~or any other oscillator
for that matter!, is comprised of two basic components:
frequency reference~such as an atomic transition or a vibr
tional mode in a piece of quartz! and an oscillator that inter
rogates this reference frequency and is locked to it by me
of some kind of feedback loop. As with all circuits, there w
inevitably be some noise in this feedback loop~due to shot
noise in the number of atoms that are interrogated or John
noise in the circuit resistors!, and this noise will produce
jitter in the lock point of the oscillator. In the best of a
possible cases, this noise will not be correlated with the

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
nals in the feedback loop. Using exactly the same argume
as above, this noise will produce jitter in the output fre
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quency of the device whose autocorrelation function is
delta function. By analogy with the argument above,
would call this white frequency noise.

The frequency fluctuations in the oscillator result in tim
fluctuations as well. If we started the device at some time2T
in the past, and if the instantaneous frequency at any tim
y(t), then the time difference at some epocht between this
oscillator and a second noiseless but otherwise identical
vice would be given by

X~ t !5E
2T

t

y~t!dt. ~5!

The integration of the instantaneous frequency offset to p
duce a time difference has an important consequence for
power spectrum of the resulting time fluctuations. If the flu
tuations in y(t) are dominated by white frequency nois
then its spectral density is a constant at all frequencies~keep-
ing in mind the comment above that the infinities implied
this formal description are not a problem because of the
nite limits both in time and in frequency of a real-wor
situation!. That is, the Fourier expansion ofy(t), the fre-
quency offset of the oscillator as a function of time, is giv
in terms of the Fourier frequencyV by

y~t!5E Y~V!eiVtdV, ~6!

where

uY~V!u5C ~7!

andC is a constant. Keep in mind that the variabley repre-
sents the real fractional frequency difference between
nominally identical physical oscillators. Unfortunately, th
quantity is not a constant. The expressiony(t) expresses the
variation in y in the time domain as a function of epocht,
while Y(V) expresses this variation in the Fourier frequen
domain as a function of Fourier frequencyV. Also note that
Eq. ~7! cannot be literally correct for a true noise proce
We will discuss this point in more detail below.

Using Eqs.~5!, ~6!, and ~7!, we can see that the powe
spectral density ofX(t) is not white but rather varies as 1/V2

with an amplitude determined byC in Eq. ~7!. Thus there is
a fundamental difference between white phase noise
white frequency noise. The former results in time-differen
fluctuations that still have a white spectrum, while the in
gration implied by the relationship between time and f
quency causes white frequency noise to have a ‘‘re
Fourier-frequency dependence when its effect on tim
difference measurements is considered. This is an impor
conclusion because it means that we can distinguish betw
frequency noise and phase noise by examining the shap
the Fourier spectrum of the time-difference data.~The form
of the dependence on Fourier frequency distinguishes
two cases—not the magnitude of the spectral density itse!

Unlike the white phase noise case, if there is a determ
istic frequency offset between two devices whose noise sp
tra are characterized by white frequency noise, it is no lon
true that the time differences between the devices will sca

2575Judah Levine
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-
uniformly about a simple straight line determined from this
offset. A least-squares fit of a straight line to these time
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differences will not result in a statistically robust estimate
this frequency offset for this reason.~We mean by this tha
the mean difference between these estimates and the u
lying deterministic frequency offset is zero,and that the
mean and variance are characteristics of the data set an
independent of the sample size or of which portion of
data is used for computing the estimate.! However, consecu-
tive frequency estimates~i.e., the first difference of the time
differences normalized by the time interval between the!
are distributed uniformly about the mean frequency offs
and the average of these first differences will produce a
tistically robust estimate of the deterministic frequency off
with a well-defined variance.

These results illustrate a more general conclusi
namely that there is no single optimum method for estim
ing clock parameters. The best strategy depends on the
derlying noise type. Unfortunately, there is no simple op
mum strategy for some types of noise~flicker processes, for
example!, and the best we can do is an approximate anal
whose predictions are not statistically robust.

It is clear that these ideas could be extended to high
order derivatives. If we had an oscillator in which the fr
quencyaging, d(t), had uncorrelated fluctuations about
~possibly nonzero! mean value, then, by analogy with E
~5!, the frequency at any time would be given by

y~ t !5y~0!1E d~t!dt. ~8!

Using the same argument as above, this white frequency
ing would result in fluctuations in the frequency differen
between this clock and an identical noiseless one that va
as 1/V2 relative to the spectral density of the aging itse
The time differences between the two devices would hav
spectrum that varied as 1/V4 relative to the aging, since th
aging must be integrated once to compute the frequency
a second time to compute the time difference. Again,
could distinguish the different contributions by examini
the shape of the Fourier spectrum of the time difference

Using the same sort of argument as above, when
noise spectrum of the device is dominated by white f
quency aging, we cannot make a statistically robust estim
of the frequency of a device by averaging the consecu
frequency estimates, since those estimates are no longe
tributed uniformly about a mean value. The best we can
now is to estimate a mean value for the frequency aging

The previous discussion used the power spectrum of
time differences as the benchmark, but it is also common
the literature to find a discussion in which the relative dep
dencies on Fourier frequency are described with respec
the power spectrum of the frequency fluctuations. The re
tionship between frequency and phase specified in Eq.~5! is
unchanged, of course—only the benchmark spectrum is
ferent. White phase noise would then be characterized
having a relative dependence proportional to the squar
the Fourier frequency in this case. A white frequency-ag
process would be described as having a relative depend
on Fourier frequency of 1/V2, where both of these spectr

2576 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
would be evaluated relative to the power spectrum of th
frequency fluctuations.
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Since the aging and the frequency specify the time e
lution of the frequency and the time, respectively, white f
quency aging is sometimes called random-walk freque
noise in the literature and white frequency noise is som
times called random-walk phase noise.

There is another way of thinking of the difference
among the types of noise processes. If a time-difference m
surement process can be characterized as being limite
pure white phase noise, then there is an underlying time
ference between the two devices. The measurements sc
about the true time difference, but the distribution of t
measurements~or at worst the mean of a group of them! can
be characterized by a simple Gaussian distribution with o
two parameters: a mean and a standard deviation. We
improve our estimate of the mean time difference by aver
ing more and more observations, and this improvement
continue forever in principle. There is no optimum averagi
time in this simple situation—the more data we are prepa
to average the better our estimate of the mean time differe
will be. As we discussed above, a least-squares fit o
straight line to these time differences can be used to com
a statistically robust estimate of the frequency difference
tween the two devices.

The situation is fundamentally different for a measu
ment in which one of the contributing clocks is dominated
zero-mean white frequency noise. Now it is the frequen
that can be characterized~at least approximately! by a single
parameter—the standard deviation. If the time difference
tween two identical devices at some epoch isX(t), we would
estimate the time difference a short time in the future us

X~ t1t!5X~ t !1y~ t !t, ~9!

wherey(t) is the instantaneous value of the white frequen
noise, and

^y~ t !&50, ~10!

^y2~ t !&5e2. ~11!

Sincey(t) has a mean of 0 by assumption, the time diffe
ence at the next instant is distributed uniformly about
current value ofX, and the mean value ofX(t1t) is clearly
X(t). In other words, for a clock whose performance
dominated by zero-mean white frequency noise, the o
mum prediction of the next measurement is exactly the c
rent measurement with no averaging. Note that this does
mean that our prediction is that

X~ t1t!5X~ t !, ~12!

but rather that

^X~ t1t!2X~ t !&50, ~13!

which is a much weaker statement because it does not m
that our prediction will be correct, but only that it will b
unbiased on the average. This is, of course, the best tha
can do under the circumstances. The frequencies in cons
tive time intervals are uncorrelated with each other by d

Judah Levine
enition, and no amount of past history will help us to predict
what will happen next. The point is that this is the opposite
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extreme from the discussion above for white phase no
where the optimum estimate of the time difference was
tained with infinite averaging of older data.

Clearly, there must be an intermediate case betw
white phase noise and white frequency noise, where s
amount averaging would be the optimum strategy, and
domain is called the ‘‘flicker’’ domain. Physically speakin
the oscillator frequency has a finite memory in this doma
Although the frequency of the oscillator is still distribute
uniformly about a mean value of 0, consecutive values of
frequency are not independent of each other and time dif
ences over sufficiently short times are correlated. Both
frequency and the time differences have a short-te
‘‘smoothness’’ that is not characteristic of a true rando
variable. Flicker phase noise is intermediate between w
phase noise and white frequency noise, and we would th
fore expect that the spectral density of the time differen
data would vary as the inverse of the Fourier frequency r
tive to the spectral density of the phase fluctuations the
selves.

The same kind of discussion can be used to defin
flicker frequency noise that is midway between white f
quency noise and white aging~or random walk of fre-
quency!. The underlying physical effect is the same, exc
that now it is the frequency aging that has short-period c
relations. We could think of a flicker process as result
from a very large number of very small jumps—not mu
happens in the short term because the individual jumps
very small, but the integral of them eventually produce
significant effect. The memory of the process is then rela
to this integration time.

Data that are dominated by flicker-type processes
difficult to analyze. They appear deterministic over short
riods of time, and there is a temptation to try to treat them
white noise combined with a deterministic signal—a strate
that fails once the coherence time is reached. On the o
hand, they are not quite noise either—the correlation
tween consecutive measurements provides useful infor
tion over relatively short time intervals, and short data s
can be well characterized using standard statistical meas
However, the variance at longer periods is much larger t
the magnitude expected based on the short-period stan
deviation.

The finite-length averages that we have discussed ca
realized using a sliding window on the input data set. This
simple in principle but requires that previous input data
stored; an alternative way of realizing essentially the sa
transfer function is to use a recursive filter on the out
values. This method is often used in time scales, since th
algorithms are commonly cast recursively. Both the rec
sive and nonrecursive methods could be used to realize
erages with more complicated transfer functions. Th
methods are often used in the analysis of data in the t
domain.21

E. Two-sample Allan variance

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
The ability to predict the future performance of a clock
based on past measurements can be quantified by consid
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ing the two-sample or Allan variance. Suppose we have m
sured the time difference between two clocks at timest1 and
t25t11t. If we want to predict the time difference at a tim
t35t21t, then we would use the two measurements to
timate the frequency difference between the two clocks d
ing the first interval

y125
X~ t2!2X~ t1!

t
~14!

and we would combine this estimate with the measurem
at t2 to estimate the value at timet3 :

X̂~ t3!5X~ t2!1y12t52X~ t2!2X~ t1!, ~15!

where we have assumed~for lack of any better choice! that
the frequency in the interval betweent2 andt3 is the same as
the value in the previous interval. If this is not the case,
prediction error will be proportional to the difference b
tween the actual frequency in the interval betweent2 andt3 ,
which is y23, and our estimate of it, which is that it was th
same as the average frequency over the previous interva

e5X~ t3!2X̂~ t3!'y232y12. ~16!

Expressed in terms of time difference measurements, the
diction error would be proportional to

X~ t3!22X~ t2!1X~ t1!

t
~17!

and the mean-square value of this quantity, usually de
nated assy

2(t), is called the two-sample~or Allan! variance
for an averaging time oft. ~The variance is actually define
as one half of this mean-square value so that it will be c
sistent with other estimators when the input data are cha
terized by white phase noise.!

If the frequency of the oscillator is absolutely consta
over these time intervals, then the expressions in Eqs.~16!
and ~17! are nonzero only because of the white phase no
that contributes to the measurements ofX @and indirectly
through Eq.~14! to our estimates ofy#. The numerators of
Eqs.~14! or ~17! are independent oft in this case so that the
Allan variance for measurements dominated by white ph
noise will vary as 1/t2.

If the frequency of the oscillator varies with time, the
the numerator in Eq.~14! will have a dependence ont. At
least whent is sufficiently small, this dependence must co
tain only non-negative powers oft, because it must be tha

X~ t1t!2X~ t !→0 as t→0. ~18!

The Allan variance must therefore decrease more slowly t
1/t2 in this case and may actually increase witht if the
expansion of the numerator in Eq.~17! contains a sufficiently
large power oft.

The Allan variance measures predictability in the rath
narrow sense of Eq.~15!. However, it does not make a clea
distinction between oscillators that have stochastic freque
noise and those that may have deterministic frequency va
tion ~a constant frequency aging, for example!, even though

2577Judah Levine
er-
such a deterministic parameter might be included in a modi-
fied version of Eq.~15!. It also does not give any information
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and oscillators.
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TABLE I. Summary of noise types.

Name Slope of spectral density Slope of two-sample variance

Phase Frequency Simple Modified Time

White phase noise 0 V2 22 23 21
Flicker phase noise 1/V V 22 22 0
White frequency noise 1/V2 0 21 21 1

~Random-walk phase!
Flicker frequency noise 1/V3 1/V 0 0 2
White frequency aging 1/V4 1/V2 1 1 3
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about frequency accuracy—arbitrarily large frequency o
sets will make no contribution to Eqs.~16! or ~17!.

A constant frequency offset will result in time differ
ences that increase linearly with time, and a constant
quency aging results in a quadratic dependence of the
differences. It is tempting to remove either~or both! of these
effects using standard least-squares methods before com
ing the Allan variance. As we have discussed above, le
squares estimators may produce biased estimates if the
used on data containing appreciable variance due to rand
walk or flicker processes; the resulting Allan variance e
mates are likely to be too small as a result.

F. Relationship between the Fourier decomposition
and the Allan variance

The Allan variance and Fourier decomposition views
the noise process are always valid in principle, but they
particularly useful if the measurements are dominated b
single noise process, since both parameters have particu
simple forms in these special cases. Specifically, if the sl
of the power spectral density as a function of frequency o
log–log plot has a slope ofa, that is if the spectral density o
the frequency fluctuations is such that

Sy~V!5haVa, ~19!

whereha is a constant scale factor anda is an integer such
that

22<a<1, ~20!

then the two-sample ordinary Allan variance we have
fined above@as one half of the mean square of Eq.~17!#, has
a slope ofm when plotted as a function of averaging time
a log–log plot. That is,

sy
2~t!5bmtm ~21!

with

m52a21. ~22!

Measuring the slope of the Allan variance as a function
averaging time therefore determines the slope of the spe
density and the noise type. This is a substantial advant
because computing the Allan variance is usually a much s
pler job than computing the full power spectrum. This pr
cedure is most useful when the spectrum is dominated b
single noise type in each range of Fourier frequency

~Random-walk frequency!
which is quite often the case for many clock
Both the Allan variance and the power spe
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tral density can be approximated by a series of straight-
segments on a log–log plot in this case, and the approxi
tion that only a single type of noise dominates the spectr
in each one of the corresponding Fourier frequen
averaging time domains is well justified in practice. We ha
already mentioned the five most common noise processe
clock data, and their properties are summarized in Table

This relationship between Allan variance, spectral de
sity, and noise type has three important limitations. The fi
is that the slope of the simple Allan variance that we ha
defined above cannot distinguish between flicker ph
modulation and white phase modulation—in both cases
slope is 1/t2. This defect can be remedied by defining
modified Allan variance22 ~MOD AVAR ! which replaces the
time differences in Eq.~17! @or the frequencies of Eq.~16!#
with averages over a number of adjacent intervals. The p
cipal advantage of this modification is that it provides a w
of distinguishing between white phase noise and flic
phase noise, as is shown in Table I. A relative of the mo
fied Allan variance is the time variance, usually call
‘‘TVAR’’ and designatedsx

2(t).23 It is an estimate of the
time dispersion resulting from the corresponding frequen
variance, and it is normalized so as to be consistent with
conventional definition of the variance when the data
dominated by white phase noise. It is defined by

sx
25

t2

3
modsy

2~t!. ~23!

It has the same statistical properties as the modified A
variance, but it is somewhat easier to interpret in applicati
where time dispersion rather than frequency dispersion i
primary concern. Using TVAR, it is also somewhat easier
identify the onset of the domain in which white frequen
noise dominates the spectrum by simply looking at the p
of the variance as a function of averaging time. This is b
cause it is easier to see the point at which the slope of TV
changes from 0 to11 than it is to identify the point at which
the slope of MOD AVAR changes from22 to 21 ~see Table
I!.

The second limitation is that the relationship between
Allan variance and the slope of the power spectral den
depends on the fact that the input data are really noise an
not have any coherent variation. The most common exc
tion to this assumption is the case of deterministic freque

s
c-
aging—the relatively constant drift in the frequency of hy-
drogen masers, for example, or a nearly diurnal frequency
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fluctuation in quartz–crystal oscillators driven by changes
the ambient temperature. Both the Allan variance and
spectral density function are well defined in these cases,
the simple relationships we have described are no lon
valid. The spectral density function of a periodic signal is,
course, not a smoothly varying function but a peak at
corresponding frequency, while the Allan variance oscilla
at the period of the perturbation and no longer has a sim
monotonic slope either.

The third limitation is that the variance is a statistic
parameter, and it does not give any information on wo
case performance. This problem is not unique to the Al
variance, of course—all statistical estimators share this f
ing. It is possible, however, to define an uncertainty in
Allan variance estimate;24,25 while this does not speak t
worst-case performance, it does provide some informa
on the width of the distribution function—that is on th
spread that might be expected from measurements on an
semble of identical oscillators. It is also important to reme
ber that both mod avar and tvar are computed using an
erage over adjacent frequency estimates, and the resu
magnitudes are not the same as what would be obtained
the same device measured without that averaging.

G. Uncertainty of the Allan variance

The uncertainty in the Allan variance estimate for
given averaging time is proportional to the number of diffe
ences that contribute to it. If the entire data set spans a
T, for example, then an estimate using a time difference ot
will be comprised of aboutT/2t estimates. This numbe
clearly decreases with averaging time, so that the uncerta
in each estimate must increase as the averaging time
creases. In the limit we will have only one estimate for
averaging time oft5T/2, and we will have almost no infor
mation at all about its uncertainty as a result. To make m
ters worse, consecutive estimates of the frequency ha
correlation that depends on the noise type, so that sim
minded estimates of the number of degrees of freedom
be misleading even for small averaging times.

The summation of Eq.~17! that is required to compute
the Allan variance can be considered to be a convolution
the input data setX(t j ) with the series 1,22, 1, 0,... . If the
series of time differences are dominated by noise proce
~rather than deterministic effects! then it is likely that the
series will be at least approximately stationary. If this is t
case, then we can replace the ordinary convolution wit
circular one,26 and this change removes the difficulty in th
calculation for large time differences. If the data are not s
tionary initially, then it may be possible to pre-whiten the
using digital filter techniques or by removing a low-ord
polynomial first.27

H. Uncertainty using Fourier decomposition

The uncertainties in Fourier frequency estimates of no
processes are discussed in the literature.28 Although Eq.~7!
~and other Fourier estimates of noisy series! accurately char-

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
acterizes the power spectral density of white noise in th
mean, there are significant uncertainties in the estimates.
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other words, the Fourier decomposition of a white noise p
cess is not a smooth straight line but is itself a random v
able whose statistical properties can be derived from
original time series.~Although more sophisticated analyse
are usually used, the spectral densities are linear comb
tions of the time series data, and the standard method
propagation of error can be applied to estimate the varia
of the spectral density.!

It is common practice to reduce the variance in the F
rier coefficients by averaging a number of adjacent valu
The simplest method is a straight average which effectiv
weights the adjacent points equally, but more complica
‘‘triangular’’ functions ~such as 1/6, 2/3, 1/6 or 0.23, 0.5
0.23! are also used. These averages provide a trade-o
stability against frequency resolution. The practice of av
aging adjacent estimates using a sliding window is ma
ematically equivalent to convolving the Fourier coefficien
with the square or triangular-shaped function derived fr
the weights. This convolution in turn is equivalent to mul
plying the original time series by a ‘‘windowing’’ function
that varies smoothly from a maximum at the midpoint of t
data set to zero at the end points.

The choice of windowing function is particularly impor
tant when analyzing time series that have significant po
at discrete frequencies, since the windowing process can
fect both the magnitude and shape of these ‘‘bright line
More generally, the windowing operation can cause ambi
ities when the width of the windowing function~in frequency
space! contains statistically significant variation in the pow
spectral density of the data, since quantitative estimate
the spectral density will depend on the shape of the wind
in this case.29 Analyzing a data set that contains a number
discrete spectral components requires considerable car
the choice of a windowing function because a poor cho
may result in frequency aliases—spurious peaks in the s
tral density corresponding to frequencies that are not re
present in the time series. It is common practice to rem
such bright lines~using simple least squares, for examp!
before estimating the spectral density. This process is ca
‘‘pre-whitening.’’

I. Other noise estimators

A number of applications require an estimator that p
vides some measure of the worst-case~rather than the aver
age! performance of an oscillator. The most common app
cation is the use of oscillators to synchronize t
multiplexors in communications systems. This hardware
used to combine data from several circuits into one high
speed data stream using time-division multiplexing~in which
each input circuit is given a periodic time slice!. This com-
bined stream is de-multiplexed at the other end of the l
using receiving hardware that routes the data to the ap
priate output line based on the same time-slice logic. A c
tain amount of frequency difference between the hardwar
the end points can be accommodated by ‘‘slip’’ buffers, b
these have finite capacity, and themaximumtime dispersion

2579Judah Levine
e
In
and frequency difference between the two end stations must
be controlled to prevent overflowing these buffers.30
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This requirement leads naturally to the concept
MTIE—the maximum peak-to-peak time-interval error
some observation time,T.31 A number of different versions
of MTIE exist—in some cases the reference for the meas
ment is the input frequency to the network element and
other cases it is an external standard reference frequenc

In addition to specifyingT, measurements of MTIE usu
ally also specify some observation period for the measu
ments of the time dispersion. This is often implemented a
sliding window of widtht,T. The value of MTIE for the
complete data set is the maximum of the values for eac
the windows.

The variation of MTIE witht can provide some insigh
into the character of the frequency offset between the
clocks. A static frequency offset, for example, produce
value of MTIE that increases strictly linearly witht. The
converse is not necessarily true, however. Random-walk
cesses can produce almost the same effect.

Another estimator that is often used in telecommuni
tions work is ZTIE. This estimator uses averages of the fi
difference of the time data@Eq. ~14!# instead of the second
differences@Eq. ~17!# as in the Allan variance. As with
MTIE, the value of the estimator is the maximum value
the statistic over the averaging window.

Both ZTIE and MTIE are sensitive to static frequen
offsets, whereas AVAR~in all its variations! is not. A clock
with an arbitrarily large and constant frequency offset is
‘‘good’’ clock by AVAR standards—while its time disper
sion will eventually become very large, its performance
predictable. The same clock is not nearly so useful by MT
or ZTIE standards because its static frequency offset
produce repeated overflows of the slip buffers when it is u
as the reference for a communications switch. The fact
these overflows are regular and predictable is beside
point. In addition, MTIE is more sensitive to transients—
will give a better estimate of the worst-case performan
because of this, but it can also become saturated by a s
event that will mask its response to the remainder of the d

IX. REPORTING THE UNCERTAINTY OF A
MEASUREMENT

In 1978, the International Committee on Weights a
Measures~CIPM! requested that the BIPM address the pro
lem of the lack of an international consensus on the exp
sion of uncertainties in measurements. The BIPM conve
a working group, which produces a number of recommen
tions. These were approved by the CIPM in 198132 and were
reaffirmed in 1986.33 These recommendations have be
published as the ‘‘Guide to the Expression of Uncertainty
Measurement.’’34

The guide divides uncertainties into two categories: ty
A uncertainties, in which the method of evaluation uses s
tistical analysis of a series of observations, and type B
certainties, in which the method of evaluation is by mea
other than statistical analysis. Note that there is no dir
correspondence with the terms ‘‘random’’ and ‘‘systemati

2580 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
errors.
Type A uncertainties are usually specified using a var
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ance ~or its square root, the standard deviation! combined
with the number of degrees of freedom in the estimate
needed, covariances are also specified. These terms
their conventional statistical definitions.

Type B uncertainties are also characterized by a varia
~or its square root, the standard deviation!. The variances are
approximations to the corresponding statistical paramet
the existence of which is assumed. If needed, covariances
included in the same way.

The combined uncertainty is computed in the usual w
as the simple sum of the variances, and the combined s
dard deviation is the square of the sum of the squares of
contributing standard deviations.~The guide recognizes tha
in some applications it may be appropriate to multiply t
combined uncertainty by an additional ‘‘coverage’’ facto
this factor must be specified when it is used.!

The procedure of simply summing the variances to co
pute the combined uncertainty is justified if the contributio
are statistically independent of each other—an assump
that is easy to make but hard to prove. In principle, it
possible to deal with data where the observations are
statistically independent of each other, but this is difficult
practice because the correlation coefficients are usually
well known. Furthermore~as we discussed above!, summing
variances~or averaging data! that are dominated by flicker o
random-walk noise processes usually does not produce
mates that are statistically robust. As a specific case in po
while adding more and better clocks to EAL certainly hel
matters, the accuracy of TAI is still evaluated by using d
from primary frequency standards.

If the combined uncertainty is computed as the sim
sum of variances of all types then identifying a particu
contributor as being of type ‘‘A’’ or ‘‘B’’ does not affect the
final result, since only the magnitude of each contribution
significant. However, it is useful in that it makes it easier
understand how the result was obtained. Many time and
quency applications depend more on the stability~or predict-
ability! of a device or on its frequency accuracy. In the
applications the question of type A versus type B is le
important than the magnitude of the Allan variance~for
stability/predictability! or MTIE ~for accuracy!.

X. TRANSMITTING TIME AND FREQUENCY
INFORMATION

We now turn to a discussion of how time and frequen
information is transmitted. Distribution systems based
relatively simple radio broadcasts were adequate in the e
days, because the clocks themselves were not very good.
transit time of an electromagnetic signal is about 3ms/km; in
the ‘‘old days’’ errors in estimating this delay were usua
not significant compared to the time dispersion of the clo
themselves.

Short-wave signals from radio stations such as WW
and low frequency~60 kHz! signals from stations such a
WWVB continue to be widely used for transmitting time an
frequency information.~A complete list of stations that trans

Judah Levine
i-
mit time and frequency information is contained in the An-
nual Report of the BIPM.35! However, the uncertainties in
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the one-way propagation delay of either signal can
significant—perhaps as much as tens of milliseconds
WWV and a few milliseconds for WWVB. Short-wave sig
nals tend to travel as both a ground wave and a sky wa
which is reflected from the ionosphere~possibly multiple
times!. The interference between these two signals and
variations in the height of the ionospheric reflecting lay
result in significant variation in the path delay. These pro
lems are less serious for lower-frequency signals, but e
these signals show a strong diurnal variation in the path
lay, which tends to vary most rapidly near sunrise and s
set. This diurnal variation can be almost completely remo
by averaging the observations for 24 h~leaving a much
smaller uncertainty on the order of microseconds! but many
oscillators have too much flicker or random-walk frequen
noise to support averaging for this long a time. Even w
this level of averaging, the uncertainties are too large
more demanding applications, and other techniques h
been developed to meet these needs. Roughly speaking
design goal for any distribution system is to transmit the d
to a user without degrading the accuracy or stability of
source. This goal is not easy to meet now, and it will gr
even more difficult in the future as clocks continue to im
prove.

Although time and frequency are closely related qua
ties, there are important differences between them, and t
differences affect how they are distributed and what unc
tainties are associated with these processes. Time dist
tion is, of course, directly affected by the delay in the tra
mission channel between the clock and the user,
uncertainties in this delay enter directly into the error budg
A frequency, on the other hand, is a time interval~rather than
an absolute time! so that the uncertainty in its distribution
limited more by temporal fluctuations in the transmissi
delay rather than by its absolute magnitude. In other wo
the time delay of a channel must be accurately known if t
channel is to carry time information, while the delay ne
only be stable if frequency information is to be transmitte
This distinction is not of purely academic interest; ma
common channels have large delays that are difficult to m
sure but which change slowly enough with time that th
may be thought of as constant for appreciable periods; s
channels are clearly better suited to frequency-based a
cations.

The simplest way of dealing with the transmission de
is to ignore it, and many users with modest timing requi
ments do just that. Many users of the time signals broad
by short-wave stations~NIST radio stations WWV and
WWVH, for example!, fall into this group. A somewha
more sophisticated strategy is to approximate the actual
lay using some average value—perhaps derived from s
simple parameter characterizing the distance between
user and the transmitter.36 Users of the signal from NIST
radio station WWVB, for example, often do not measure
transmission delay, but rather model it based on average
mospheric parameters and the physical distance betw
themselves and the transmitter.~Many users of WWVB are

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
interested in frequency calibrations and do not model th
delay at all. Instead they use the fact that the variation in th
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delay is dominated by a diurnal effect that can be cance
almost perfectly by averaging the data for 24 h.37 This is an
important example of the difference in the requirements
time and frequency distribution. Although the uncertainty
the transit time of a WWVB signal might be as large as 1 m
the variation in the delay averaged over 24 h is proba
almost 1000 times smaller than this value.!

The relatively simple models used to correct transm
sions from high-frequency radio stations~like WWV! are not
very accurate, and they are only adequate for users with v
modest timing accuracy requirements on the order of 1
This is a result of the inadequacy of the models, howev
and is not a fundamental limitation of the technique. Tra
missions from the global positioning system~GPS! satellites,
for example, can be corrected to much higher accuracy u
much more complex models of the satellite orbit and
ionospheric and atmospheric delays.38 In addition, multiple-
wavelength methods~to be described below!, can also be
used to estimate the delay through dispersive media.

The fundamental limitation to modeled corrections is o
ten due to the fact that the adequacy of the model canno
evaluated independently of the transmission itself. The G
system is a notable exception because of the redundancy
vided by being able to observe several~almost always at
least 4 and sometimes as many as 12! satellites simulta-
neously, and this technique is especially powerful when th
are located at different azimuths with respect to the anten

When modeling is not sufficiently accurate to estima
the path delay, users must measure the delay with an un
tainty small enough for the task at hand. There are a num
of methods that can be used for this task, and we will
scribe them in the following sections. Many applications u
more than one of them to estimate different components
the delay. The full accuracy of time transfer between a glo
positioning system satellite and an earth station, for exam
can only be realized by combining a model of the trop
spheric delay with a measurement of the delay through
ionosphere using multiple wavelength dispersion. Using G
signals to transfer time between two earth stations often b
efits from common-view subtraction as well.

A. Delay measurements using portable clocks

The simplest method for measuring the time delay alo
a path is to synchronize a clock to the transmitter and the
carry it to the far end of the path where its time is compa
to the signals sent from the transmitter over the channel to
calibrated. Many timing laboratories used this technique
the past. This method is limited in practice by the finite fr
quency stability of the portable clock while it is being tran
ported along the path and by uncertainties in a numbe
relativistic corrections that may have to be applied. The
corrections will probably be needed if the transport veloc
is high enough that time dilation must be considered, if
path is long enough that the Sagnac correction is import
or if points along the path are at different heights above
geoid so that gravitational frequency shifts must be includ
While this method can be used to calibrate a static transm

2581Judah Levine
e
e
sion delay, it is too slow and cumbersome to evaluate the
temporal fluctuations in the delay through real transmission
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media~due to changes in temperature or other environme
parameters, for example!.

Even though various electrical or electromagnetic dis
bution methods are usually faster and more convenient,
portable clock method remains quite useful because it te
to be affected by a very different set of systematic uncerta
ties than the other methods to be described below, and it
provide estimates of these uncertainties that are difficul
achieve in any other way.39

B. Two-way time transfer

A second method for measuring delay is two-way tim
transfer, in which signals are sent in both directions along
path ~the traditional ‘‘Einstein’’ clock synchronization
method!. If the path is reciprocal, the one-way delay is es
mated as one-half of the round-trip transit time. Real pa
are unlikely to be perfectly reciprocal—there is likely to be
small lack of reciprocity even in the atmosphere40 and the
receiver and transmitter at each of the end points are unli
to be perfectly balanced.41 Even if this balance between in
coming and outgoing delays at each station could
achieved, the delays through the different components
unlikely to have identical temperature coefficients so that
balance cannot be maintained in normal operations with
repeated re-calibrations.42

Two-way time transfer can be further characterized
how transmissions in the two directions are related. A h
duplex system uses a single transmission path that is ‘‘tur
around’’ to transmit in the reverse direction. A full-duple
system, on the other hand, transmits in both directions sim
taneously using either two nominally identical unidirection
channels or some form of multiplexing on a single bidire
tional path. All of these arrangements have advantages
drawbacks. The half-duplex system is more likely to be
ciprocal since the same path is used in both directions,
that advantage is partially offset by the fact that fluctuatio
in the delay may degrade the time delay measureme
especially if these fluctuations have periods on the orde
the turn-around time. A full-duplex system is not degrad
as much in this way since the measurements in the two
rections are more nearly simultaneous, but incoherent fl
tuations in the delays of the two unidirectional channels~or
the cross talk between the two counter-propagating signa
the case of a single, bidirectional channel! may be an equally
serious limitation.

Two-way methods can be used in many different ha
ware environments. Kihara and Imaoka43 realized frequency
synchronization of better than 10213 and time synchroniza
tion of better than 100 ns using the two-way method in
2000 km synchronous digital hierarchy based on optica
bers. Even higher accuracy has been realized using com
nications satellites to transfer time between timi
laboratories44 and using dedicated optical-fiber circuits.45

The same two-way method is used in the NIST au
mated computer time service~ACTS!46 to transmit time in-
formation using standard dial-up telephone lines with an

2582 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
certainty of a few milliseconds. Although the method is the
same as that used in the previous cases, the timing unc
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tainty is much greater because of variations in the recipro
of the path—that is, in the lack of equality of the delays ov
the inbound and outbound circuits. Note that jitter in t
overall delay itself does not produce a problem if it does
affect the reciprocity, but it may be difficult to exploit thi
fact in a real-time system, which often uses the measu
delay of a previous round-trip measurement to correct
current one. While this strategy is simple in principle, it r
sults in a system that is sensitive both to jitter in the ove
delay itself and to its asymmetry.

C. Common-view time transfer

The third commonly used method is called comm
view.47 Two receivers, which are approximately equidista
from a timing source, each measure the arrival time of
same time signal using their local clocks. Since the sig
arrives at the two stations at very nearly the same time,
difference between the two time tags is approximately
time difference between the two clocks. The two stations
be synchronized with an uncertainty that is proportional
the difference between the two paths back to the transmi
Common-mode fluctuations in the two paths and fluctuati
in the timing source itself cancel out~at least in first order!.
There need not be any explicit correction for the path dela
the two paths are very nearly the same, but it is hard
arrange this in practice, and some correction for the resid
path difference is usually required. The receivers must kn
their locations relative to the transmitter to compute t
correction—a requirement that has no analogue in the t
way scheme. If the transmitter and the receivers are mov
~as in the global positioning system! then computing these
distances may involve complicated transformations.

Common-view techniques lend themselves naturally
broadcast services, since many receivers can be synchron
simultaneously using signals from a single transmitter. Th
have been an important technique in time transfer for m
years. Early systems used common-view observations
television signals, Loran stations, and similar transmissio
There have even been proposals to use local power distr
tion systems for common-view time transfer within a sing
distribution region. In many of these cases the common-v
transmitter is designed for some other purpose, and it d
not even need to ‘‘know’’ that it is being used for time di
tribution. All of the receivers must know about each oth
however, and must agree on a common observation sche
and processing algorithm. As we will show below, th
knowledge can be acquired after the fact in some cases

Two-way systems and common-view systems are se
tive to fluctuations in the path delay in different ways. Tw
way systems depend on the reciprocity of a single path—
the fact that it has the same delay in both directions.
limitation arises from fluctuations in the symmetry of th
path and not on its overall delay. Common view, on the ot
hand, depends on the equality of the delays in two sepa
paths transmitting signals in the same direction, and i

Judah Levine
er-
limited by effects that are not common to both paths. When
the paths are mostly through the atmosphere, both methods
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are often limited in practice more by fluctuations in the d
lays through the hardware than by problems in the path its

XI. GLOBAL POSITIONING SYSTEM

The signals from the global positioning system satelli
are widely used for high-accuracy time transfer using b
one-way and common-view methods. A similar system,
erated by Russia, is called GLONASS. We will first descr
the satellites and the characteristics of the signals they br
cast, and we will then discuss how these messages ca
used for time and frequency distribution.

The GPS system uses 24 satellites in nearly circular
bits whose radius is about 26 600 km. The orbital period
these satellites is very close to 12 h, and the entire con
lation returns to the same point in the sky~relative to an
observer on the earth! every sidereal day~very nearly 23 h
56 m!.

The satellite transmissions are derived from a single
cillator operating at a nominal frequency of 10.23 MHz
measured by an observer on the earth. In traveling from
satellite to an earth-based observer, the signal frequenc
modified by two effects—a redshift due to the second-or
Doppler effect and a blueshift due to the difference in gra
tational potential between the satellite and the obser
These two effects produce a net fractional blueshift of ab
4.4310210 ~38 ms/day!, and the proper frequencies of th
oscillators on all of the satellites are adjusted to compen
for this effect, which is a property of the orbit and is ther
fore common to all of them. In addition to these comm
offsets, there are two other effects—the first-order Dopp
shift and a frequency offset due to the eccentricity of
orbit, which vary with time and from satellite to satellite.

The primary oscillator is multiplied by 154 to genera
the L1 carrier at 1575.42 MHz and by 120 to generate
L2 carrier at 1227.6 MHz. These two carriers are modula
by three signals: the precision ‘‘P’’ code—a pseudo-random
code with a chipping rate of 10.23 MHz and a repetiti
period of 1 week, the coarse acquisition~‘‘C/A’’ ! code with
a chipping rate of 1.023 MHz and a repetition rate of 1 m
and a navigation message transmitted at 50 bits/s. Under
mal operating conditions, the C/A is present only on theL1
carrier.

The satellites currently in orbit also support ‘‘ant
spoofing.’’ ~AS! When the AS mode is activated~which is
almost always at the present time!, the P code is encrypted
and the result is called theY code. TheP andY codes have
the same chipping rate, and this code is therefore often
ferred to asP(Y).

Each satellite transmits at the same nominal frequen
but uses a unique pair of codes which are constructed so
have very small cross correlation at any lag and a very sm
auto-correlation at any nonzero lag~CDMA—code division
multiple access!. The receiver identifies the source of th
signal and the time of its transmission by constructing lo
copies of the codes and by looking for peaks in the cr
correlation between the local codes and the received

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
sions. Since there are only 1023 C/A code chips, it is feasib
to find the peak in the cross correlation between the local an
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received copies using an exhaustive brute-force meth
When this procedure succeeds, it locks the local clock to
time broadcast by the satellite modulo 1 ms~with an offset
due to the transmission delay!, and allows the receiver to
begin searching for the 50 b/s navigation data. Once this d
stream has been found, the receiver can read the sat
time from the navigation message, use it to construct a lo
copy of theP code, and begin looking for a cross-correlatio
peak using this faster code. This cross-correlation proc
fails when a nonauthorized receiver processes theY code,
and these receivers usually drop back automatically to us
the C/A code only in this case.

The pseudo-random codes are Gold codes,48 which are
implemented using shift registers that are driven at the ch
ping frequency of the code. The details of the design of
code generators, the correlation properties of the codes,
the relationship between the codes and the satellite time
discussed in the GPS literature. A particularly clear expo
tion is in Ref. 49.

The navigation message contains an estimate of the
and frequency offsets of each satellite clock with respec
the composite GPS time, which is computed using
weighted average of the clocks in the satellites and in
tracking stations. This composite clock is in turn steered
UTC~USNO!, which is in turn steered to UTC as compute
by the BIPM. The time difference between GPS time a
UTC~USNO! is guaranteed to be less than 100 ns, and
estimate of this offset, which is transmitted as part of t
navigation message, is guaranteed to be accurate to 25 n
practice, the performance of the system has almost alw
substantially exceeded its design requirements.

GPS time does not incorporate additional leap seco
beyond the 19 that were defined at its inception; the ti
differs from UTC by an integral number of additional lea
seconds as a result. This difference is currently 13 s, and
increase as additional leap seconds are added to UTC.
accuracy statements in the previous paragraph should th
fore be understood as being modulo 1 s. The number of l
seconds between GPS time and UTC is transmitted as pa
the navigation message, but is not used in the definition
GPS time itself. Advance notice of a future leap second
UTC is also transmitted in the navigation message.

The GLONASS system is similar to GPS in general co
cept. In its fully operational mode, there will be 24 satellit
orbiting in 3 planes 120° apart. At the present time~October,
1998! there are 13 operational satellites. The GLONASSP
code has a chipping frequency of 5.11 MHz and a repetit
period of 1 s; the C/A code chipping frequency is 511 kH
and repeats every millisecond. All satellites transmit t
same codes, but the carrier frequencies are differ
~FDMA—frequency division multiple access!. These fre-
quencies are defined by

f 15160210.5625k MHz ~24!

and

f 25124610.4375k MHz, ~25!

2583Judah Levine
le
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wherek is an integer that identifies the satellite. These rather
widely spaced frequency allocations complicate the design of
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the front end of the receiver—especially the temperature
bility of the filters that are usually needed to reject stro
out-of-band interference. On the other hand, cross talk
tween signals from the different satellites is much less o
problem; interference from a single-frequency source is a
less of a problem with GLONASS, since the interfering s
nal is less likely to affect the signals from the entire cons
lation.

In the original design,k was a unique positive integer fo
each satellite. The resulting frequencies interfered with ra
astronomy measurements, and a set of lower frequen
with negative values ofk will be phased in over the next few
years. In addition, satellites on opposite sides of the e
may be assigned the same value fork. This would not
present a problem for ground-based observers, since
could not see both of them simultaneously, but satell
based systems may require additional processing~similar to
the tracking loops in GPS receivers! to distinguish between
the two signals.

As with GPS, the satellites transmit the offset betwe
the satellite clock and GLONASS system time, but the re
tionship to UTC is not as well defined. Signals from t
GLONASS satellites are therefore usually used in comm
view, since the time of the satellite clock cancels in th
procedure.

The signals from the GPS constellation are usually
fected by anti-spoofing~AS!, which encrypts theP code, and
by selective availability~SA!, which dithers the primary os
cillator and degrades the frequency stability of the sign
~The implementation of SA may also dither parameters in
ephemeris message which produce a dither in the comp
position of the satellite. This aspect of SA is usua
switched off.! From the point of view of a nonauthorize
user, the primary effect of AS is to deny access to theP
code, since it can only be processed by a keyed rece
when it is transmitted in its encryptedY-code form. An au-
thorized user would see this encryption as authenticating
transmission, since only a real satellite can produce v
encrypted messages. Hence the name anti-spoofing. Th
scription of the GLONASSP code has not been publishe
and is officially reserved for military use, but the GLONAS
C/A code is not degraded.

The operation of the receiver is basically the same
either system. The receiver generates a local copy of
pseudo-random code transmitted by each satellite in vi
and finds the peak in the cross correlation between eac
these local copies and the received signal. The local c
generator is driven from a local reference oscillator, and
time offset of the local clock needed to maximize the cro
correlation is thepseudo range—the raw time difference be
tween the local and satellite clocks. Using the contents of
navigation message, the receiver corrects the pseudo r
for the travel time through the atmosphere, for the offset
the satellite clock from satellite system time, etc.~If the re-
ceiver can process both theL1 andL2 frequencies, then the
receiver can also estimate the delay through the ionosp
by measuring the difference in the pseudo ranges obse

2584 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
using theL1 andL2 frequencies. The details of this calcu-
lation are presented below. If the receiver can process on
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the L1 signal then it usually corrects for the ionosphe
delay using a parameter transmitted in the navigation m
sage.! The result is an estimate of the time difference b
tween the local clock and GPS or GLONASS system tim

The time difference between the local clock and satel
system time can be used directly to discipline a local os
lator or for other purposes. However, these signals have
terministic fluctuations due to imperfections in the broadc
ephemeris which is used by the receiver to correct the ps
dorange. In addition, signals from the GPS constellation
usually also degraded by the frequency dithering of selec
availability. These effects are attenuated or removed in co
mon view; if the stations are not too far apart, the commo
view method also attenuates fluctuations in the delay du
the troposphere and the ionosphere since the paths to the
stations often have similar delays and the fluctuations
these delays often have significant correlation as well.

To facilitate time transfer among the various nation
laboratories and timing centers, schedules for observing
signals from the GPS and GLONASS satellites are publis
by the International Bureau of Weights and Measu
~BIPM!,50 and all timing laboratories adhere to them as
minimum. ~Not all timing laboratories can receive GLO
NASS signals at the present time.! Other users often observ
this schedule as well so as to facilitate the evaluation of th
local clocks in terms of national time scales. The comparis
with national time scales may be required for legal tracea
ity purposes, and using GPS time directly may not sati
these legal requirements.

The need for common-view schedules arose initially b
cause the first GPS receivers could only observe one sate
at a time. Newer receivers can observer many satellites
multaneously~as many as 12 for the newest units!, and this
makes it possible to eliminate formal schedules in princip
Each station records the difference between its local cl
and GPS or GLONASS system time using all of the satelli
in view, and the time difference between any two stations
computed after the fact by searching the data sets from b
stations for all possible common-view measurements. In
dition to eliminating the need for formal tracking schedule
this method can be used to construct common views betw
two stations that are so far apart that they never have a
ellite in common view. A receiver in Boulder, Colorado, fo
example, might have a common view link to Europe usi
one satellite and a simultaneous second link to Asia usin
second one. These data could be combined to produc
common-view link between Europe and Asia that was in
pendent of the intermediate clocks in Boulder and on
satellites.

XII. MULTIPLE FREQUENCY DISPERSION

In practice, it is difficult to arrange things so that the tw
receivers in a common-view arrangement are exactly equ
distant from the transmitter, and common-view data must
corrected for this path difference. If the transmission path
through the atmosphere or some other refractive medi

Judah Levine
ly
then knowing the difference in the physical path lengths is
not enough—it is also necessary to know the refractivity of
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the medium~the difference between the actual index of r
fraction and unity!. If the refractivity is dispersive~that is, if
it depends on the frequency of the carrier used to transmit
information!, and if the dispersion is separable into a p
that depends on the carrier frequency and a part that
function of the physical parameters of the path, then it
often possible to compute the refractivity by measuring
dispersion, even when both of these parameters vary f
point to point along the path. If the length of the physic
path isL then the transit times measured using two differ
carrier frequenciesf 1 and f 2 will be

t15E @11n1~r !#

c
dr5

L

c
1

F~ f 1!

c E G~ ...!dr ~26!

and

t25E @11n2~r !#

c
dr5

L

c
1

F~ f 2!

c E G~ ...!dr, ~27!

where the quantitiesn1(r ) andn2(r ) are the refractivities a
the two frequencies at a coordinate pointr along the path.
These refractivities are decomposed into a known functioF
that depends only on the frequency of the carrier and a
ond known functionG that depends only on the paramete
of the medium such as its density, pressure, temperature
The integrals must be evaluated along the transmission p
This would be difficult or impossible for a real-world pa
through the atmosphere, since the required parameters
not known and cannot be easily measured. Since the inte
of G is independent of the carrier frequency, we can elim
nateG in terms of the difference in the two measured tran
times

E G~ ...!dr5
c

L

~ t12t2!

@F~ f 1!2F~ f 2!#
. ~28!

Substituting Eq.~28! into Eq. ~26!

t15
L

c
1~ t12t2!

F~ f 1!

F~ f 1!2F~ f 2!
5

L

c
1~ t12t2!

n1

Dn
. ~29!

The first term on the right-hand side is the time delay due
the transit time of the signal along the path of physical len
L, and the second term is the additional delay due to
refractivity of the medium. Note that this second term d
pends only on the measured time difference between the
nals at the two frequencies and on the known frequency
pendence of the refractivity. It does not depend on
physical lengthL itself or on the details of the spatial depe
dence ofG, and we would have obtained exactly the sa
result if only a small piece of the pathL8,L was actually
dispersive. This is an important conclusion, because it me
that a receiver can estimate the delay through the ionosp
by measuring the difference in the arrival times of identi
messages sent using theL1 andL2 frequencies. Note tha
this method fails if the medium is refractive without bein
dispersive—that is, if the index of refraction differs fro
unity but is independent of the carrier frequency. This is
situation with the effect of the troposphere on microwa

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
frequencies near 1 GHz, and other means must be found
model the refractive component of its delay.~There is no
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easy way to estimate the correction due to the troposph
and its effect is usually ignored at the present time a
result. This is not adequate when the phase of the carrie
used as in geodetic measurements, and more sophistic
estimates of the troposphere are required in th
applications.51!

Although the time difference arising from the dispersi
may be small, it is multiplied by the refractivity divided b
the dispersion, a ratio that is larger than unity.~The value is
about 1.5 for theL1/L2 frequencies used by GPS.! The re-
sult is that the ionospheric refractivity makes a significa
contribution to the time of flight of a signal from a satellit
ignoring this contribution is only adequate for common-vie
observations over short base lines where the effect cance
the subtraction. Furthermore, the noise in the dispers
measurement (t12t2) is amplified by this same ratio, so tha
the price for removing the refractivity of the path is an i
crease in the noise in the measurements by roughly a fa
of 3 compared to a single-frequency measurement using
L1.

XIII. EXAMPLES OF TIME TRANSFER USING GPS

In this section we illustrate the principles of time transf
using signals from the GPS satellites.~The same principles
would apply to time transfer using GLONASS signals.52!
Since the entire GPS constellation usually has AS enab
theP code is not available to most time-transfer users.~Even
when AS is turned on, theP code can still be used for dis
persion measurements. A cross correlation of theP-code sig-
nals onL1 andL2 can be performed without knowing th
actualP code—the fact that it is the same on both carriers
enough.! All of the time-difference results in this section a
based on measurements using the C/A code or the ca
itself. In addition, the code-based data were acquired w
single-frequency receivers, which cannot measure theL1-L2
dispersion and must estimate or measure the contributio
the ionosphere using some other method. This is gener
done using the parameters in the navigation message tr
mitted by the satellite, although other techniques exist.53

The C/A code cross-correlation process results in a
ries of ticks with a period of 1 ms, and decoding the ephe
eris message allows the receiver to identify the ticks in t
stream that are associated with integer GPS seconds.54 When
the arrival times of these ticks are corrected for the offse
the satellite clock from GPS time, for the path delay and
the other effects described above, the result is a string
Hz pulses that are synchronized to GPS time.~In order to
apply these corrections, the receiver must parse the
stream transmitted by the satellite.! The time differences be
tween these pulses and the corresponding ticks from a l
clock are then measured using a standard time inte
counter. Single-channel receivers can only perform this m
surement on one satellite at a time, but newer ‘‘all in view
receivers can measure the time difference between the tic
the local clock and GPS time using up to 8 or 12 satelli
simultaneously. In the simplest version of this scheme,

2585Judah Levine
toreceiver measures the time difference between the local
clock and a composite 1 Hz tick. This tick is positioned
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using data from all of the satellites that are being tracked,
the better receivers can provide independent time differen
between the local clock and GPS time using each sate
This is done by providing a single 1 Hz tick to the tim
interval counter together with a data stream that specifies
offset between the time of the physical tick and GPS time
computed using data from each satellite being tracked.
less the two stations are very close together, this latter c
bility is necessary for common-view measurements, as
will show below.

Figure 1 shows an example of these time-differen
measurements. The plot shows the time difference betwe
local cesium standard and GPS time measured using
from a single satellite—SV 9. The time of the local clock
offset from GPS time by about 500 ns, and this explains
mean value of the data that are displayed. The time dis
sion in the figure is totally due to the effects of SA on t
GPS signal—the contributions due to receiver noise and
the frequency dispersion of the clock are negligible on t
scale. These data arenot white phase noise at periods short
than a few minutes, and the mean time difference over a
minutes is not stationary. Averages over longer periods be
to approximate white phase noise, but the contribution of
to the variance does not become comparable to the nois
the clock itself until the data are averaged for several da
~Unfortunately, averaging white phase noise only decrea
the standard deviation of the mean at a rate proportiona
the square root of the averaging time, and this improvem
does not even begin until we enter the domain where
variance is dominated by white phase noise.!

As we pointed out above, the common-view proced
cancels the contribution of the satellite clock to the varian
of the time differences, and we would therefore expect t
this procedure would cancel SA. This expectation is c
firmed by the data in Fig. 2. This figure shows the tim
differences between two identical receivers whose anten

FIG. 1. The time difference between a local cesium clock and GPS t
measured using data from satellite 9 only. The observed variation is du
the effects of SA on the GPS signal; the contributions of the clock
receiver to the variance are negligible on this scale.

2586 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
were located about 1 m apart. The two receivers used the
same local clock as a reference; the mean time differen
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shown in the figure is due to the difference in the lengths
the two cables between the receivers and the common cl
These data have an amplitude of 1.7 ns rms, and they
much closer to white phase noise—at least at short perio

The data shown in Fig. 2 represent a best-case result
reference clock is the same for both units and the anten
are very close together so that almost all propagation eff
are the same for both of them and therefore cancel in
common-view difference. Likewise, the fluctuations in t
clock itself are also common to both channels. However,
advantages of common view are still significant even o
longer base lines and different clocks. Figure 3 shows d
from a common-view experiment between NIST in Bould
Colorado, and the United States Naval Observatory~USNO!
in Washington, DC. Even though these stations are ab

e
to
d

FIG. 2. The time differences measured in a short-base line common-v
experiment between two multichannel GPS receivers. The two recei
were connected to the same clock and the antennas were about 1 m apart.
The average time difference between the two receivers was computed
all satellites in view.

FIG. 3. The time differences between a receiver at NIST in Boulder, Co
rado, and a second receiver at USNO in Washington, DC, about 2400
away. As in the previous figure, the average time difference between the
stations was computed using all satellites in common view at each time.

Judah Levine
ce
members of the common-view ensemble change slowly during the observa-
tion period.
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2400 km apart, the common-view time difference data sh
a short-term noise of about 3 ns rms—not as good as
short base line results, but still much better than the one-
data shown in the first figure.

The common-view differences shown in both of the
figures use data from all satellites that are in common view
any time~at least four and usually five or six!. It is important
to compute the common-view differences on a satellite
satellite basis and then average these differences~rather than
subtract the average time difference computed using all
ellites in view at each station!. The reason for this is tha
stations that are 500 km or more apart are likely to be tra
ing a different set of satellites with only some of them
common. The fluctuations due to SA are different for ea
satellite, so that the two stations will have a different avera
SA degradation that will not be cancelled in the comm
view procedure. It is important that multichannel receive
provide the time-difference data by satellite for this reas
Single-channel receivers can do almost as well at cance
the SA, although the noise is somewhat higher because t
are fewer independent measurements to average.55

Since the GPS carrier is derived from the same oscilla
that produces the code, several groups,56–59 have begun ex-
perimenting with time transfer~or frequency calibration60!
using the phase of the carrier rather than the code.61 There
are a number of conceptual difficulties with this approa
The most serious are probably the difficulty in calibrating t
effective delay through the receiver and the ambiguities
estimating the integer number of cycles in the time of flig
between the satellite and the receiver. These experiment
almost always done using common-view methods, since
difficult to estimate the various systematic corrections w
sufficient accuracy in a one-way experiment. In addition,
increased resolution that is available using the phase of
carrier requires a corresponding increase in the accurac
the satellite ephemerides, and most carrier-phase ana
used postprocessed ephemerides for this reason.

A number of newer code-based receivers use the ca
tracking loop to aid the code-based correlator. These te
niques include delta pseudo range and integrated Doppl62

The ionospheric effect on the code and the carrier have
posite signs, so that it is also possible in principle to use
code-carrier dispersion to estimate the ionospheric refrac
ity.

One of the primary problems with GPS data is the eff
of multipath on the propagation of the signals through
atmosphere. This effect arises from the fact that the sig
may travel along many different paths in going from t
satellite to the receiver. Reflectors that are near the recei
antenna are most troublesome, but even objects that are
far away can cause trouble. If the local clock is sufficien
stable, it is possible to average the multipath effects by tra
ing each satellite for as long as possible and averaging
results. This procedure is most effective in averaging
contributions due to reflectors that are many waveleng
away from the antenna, since the multipath contribut
tends to fluctuate rapidly in this case.63

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
The magnitude of the multipath effect varies from satel
lite to satellite and from second to second as the satellite
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move through the sky and the geometry of the path and
reflectors changes. However, as viewed by an observe
the earth, the satellites return to the same point in the
every sidereal day~approximately every 23 h 56 min!, and
the contribution should repeat with this period. Figure
demonstrates this. These data show the common-view
differences~computed using 1 s measurements with no av
eraging! between two receivers whose antennas were abo
m apart~the same setup as was used for the results show
Fig. 2!. Time differences for consecutive days have be
‘‘stacked’’—that is, they have been offset by2240 s in time
and displaced vertically on the plot for clarity. The poin
with the sameX coordinate on successive plots were the
fore recorded at the same sidereal time on consecutive d
Note that although the pattern of the time differences is v
complex, it shows very high correlation from one trace to t
next. This is exactly what we would expect from multipat
The geometry and the details of the reflection change w
time in a complicated way, but the entire pattern repeats
the next sidereal day when the satellite comes back to
same position relative to the ground-based observer and
reflectors that are near the antenna. Also note that this fig
shows thedifferentialmultipath effects on two antennas th
are only 1 m apart. We do not know the full multipath effe
on either signal, although we would expect that it would
not smaller than the magnitude shown in this figure.

It is tempting to try to correct for the multipath effect b
measuring it once as in Fig. 4 and by then correcting
measurements on subsequent days using these data as
plate. This does not work for three reasons. In the first pla
the plot shows the differential multipath effect, and it is n
clear what the actual effect on each receiver is. In the sec
place, the pattern is not absolutely stationary in time beca
the satellites do not return toprecisely the same position
every sidereal day. This drift is small over the few da
shown in the figure, but it becomes significant after a we

FIG. 4. The results of a short-base line common-view experiment using
from SV 9 only. The figure shows 1 s measurements with no averagin
Time differences from successive days are offset by2240 s and are dis-
placed vertically by an arbitrary amount for clarity.

2587Judah Levine
-
s
or so, so that the template would not be useful for very long.
Finally, it is often difficult to separate multipath effects from
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a sensitivity of the antenna or its connecting cable to
diurnal fluctuation in the ambient temperature. The f
quency signatures of the two effects differ by only 1 c/y, a
are therefore difficult to separate. Diurnal temperature fl
tuations are much less repeatable from day to day, so
these effects cannot be modeled so effectively in this wa

The tracking schedules published by the BIPM inclu
an advance of 4 min every day so that tracks on consecu
days are observed in approximately the same multipath
vironment. This method does not remove or correct for
effect of multipath—it simply converts it from a fluctuatin
signal to a nearly static offset which is different for ea
satellite. This is not necessarily a desirable result, since t
are already satellite-to-satellite offsets due to errors in
ephemerides.

XIV. DELAY MEASUREMENTS IN VIRTUAL CIRCUITS

We now turn to a discussion of time distribution usin
communications networks. Everything that we have said
far about measuring the transmission delay assumed im
itly that the path between the transmitter and receiver had
well-defined characteristics that we intuitively associate w
a physical circuit or a well-defined path through the atm
sphere. These ideas are still useful in characterizing m
paths through the atmosphere, but transmission circuits
cable and fiber networks are increasingly packet switc
rather than circuit switched. This means that there is no e
to-end physical connection between the transmitter and
receiver. Packets are sent from the transmitter to the rece
over a common high-bandwidth physical channel, which
shared among many simultaneous connections using t
domain multiplexing~or some other equivalent strategy!.
Each packet passes through a series of routers which rea
destination address and direct the packet accordingly. D
appear to enter at one end and emerge at the other, but
need not be a physical connection between the two. In
extreme case, consecutive packets may travel over very
ferent paths because of congestion or a hardware fail
This variability complicates any attempt to measure the
fective delay of the circuit.

These problems are likely to become more importan
multiplexed digital circuits become more widely used.
number of strategies have been proposed for dealing
these problems. A shorter path is likely to have smaller v
ability as well, since it would probably have fewer route
and gateways, and this suggests that the absolute delay m
be used as an estimate of its variability. It is tempting
assert that the absolute magnitudes of these problems w
smaller on higher-speed channels, but this is by no mea
sure thing.

XV. ENSEMBLES OF CLOCKS AND TIME SCALES

You will probably want to have more than one clock
you are serious about time keeping. Although a second c
can provide a backup when the first one definitively fa
three clocks provide the additional ability to detect part

2588 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
failures or occasional bad data points using a simpl
majority-voting scheme. Unfortunately, such schemes a

Downloaded 18 Sep 2001 to 132.163.136.56. Redistribution subject to 
e
-
d
-
at

.

ve
n-
e

re
e

o
ic-
he
h
-
st
on
d
d-
e
er
s
e-

the
ta
ere
n
if-
e.
f-

s

th
i-

ght

be
a

ck
,
l

not as simple as they first appear to be for reasons to
outlined below, and the full advantage of using seve
clocks can be realized only when they are combined i
more complex time-scale procedure.

The problem with simple majority voting~or with com-
paring the time of a ‘‘master’’ clock with a number of sub
sidiary ones! is that the stability of the frequency of almo
any commercial clock~even a cesium-based device! is better
than its accuracy by three orders of magnitude or mo
Comparisons among clocks are almost always realized u
time-difference measurements, and the large and stable
quency differences between nominally identical devices
sult in linearly increasing time differences as well.~Many
clocks have deterministic frequency aging as well, and t
further complicates the issue by adding a quadratic dep
dence to the time-difference data.! It is no longer a simple
matter to detect a hardware failure in this situation. It wou
be nice to think that the deterministic frequency offsets of
ensemble of clocks would scatter uniformly about the true
frequency, but there is no reason to believe that this is tru
general. In any case, it is much less likely to be true fo
small group of devices. Thus neither a simple average of
times nor of the frequencies of the ensembles of devices
good statistical properties. The machinery of a time sc
provides a natural way of dealing with this problem.

A second advantage of a time scale is in providing
framework for combining a heterogeneous group of devi
so as to achieve a time scale that has the best propertie
each of them. For example, a time scale might be used
combine the excellent short-term stability of a hydrogen m
ser with the better long-term performance of a cesium-ba
device. Finally, a time scale can provide a flywheel f
evaluating the performance of primary frequency standa
or other devices such as prototype standards. Such eva
tions can be done using only one clock, of course, but th
is no way of identifying the source of a glitch in that co
figuration.

As we will show below, the ensemble-average time a
frequency have many of the properties of a physical clock
particular, the ensemble time and frequency must be set
tially using some external calibration. Conceptually, this
done by measuring the time difference and frequency of
between each member clock and the external standard
though other methods in which a single member clock
calibrated and the other clocks are then compared to it
often used in practice. These initial time and frequency o
sets can be used to define the corresponding paramete
the ensemble or an additional administrative offset can
added to them. This offset might be used to steer the sca
a primary standard, for example. As we discussed abo
TAI has been steered from time to time in this way usi
data from primary frequency standards.

A. Clock models

As we discussed above, one of the problems with
using a formal time-scale algorithm but simply compari
clocks using time differences, is the deterministic frequen

Judah Levine
e
re
differences between nominally identical devices. A natural
way to deal with these deterministic effects is to include
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them in the definition of a model of how we expect the tim
differences to evolve, and to compare our observations w
the predictions of the model in order to detect problem
Since the physical devices that make up an ensemble ch
as old devices fail and new ones are added as replacem
it is customary to define the model parameters of each m
ber clock with respect to the ensemble average rather
with respect to any particular master device. The goal is
make the characterization of each of the clocks in the
semble independent of the parameters of the others.

The deterministic performance of most clocks can
very well characterized using three parameters:x, the time
difference,y, the frequency difference, andd, the frequency
aging, where each of these parameters characterizes
surements between the clock and the ensemble. These
nitions imply that the ‘‘ensemble’’ is a clock too, althoug
we have not yet specified how it can be read, set or cha
terized. In fact, different algorithms address this problem
different ways.

Using these three parameters, we can construct a m
of the deterministic performance of the clock. Assuming t
we have the values of the three model parameters at s
time t, the values at some later timet1t are given by

x~ t1t!5x~ t !1y~ t !t1 1
2d~ t !t2,

y~ t1t!5y~ t !1dt, ~30!

d~ t1t!5d~ t !.

It is possible to extend these equations to include high
order terms, but this is not necessary~or even useful! for
most devices. These model equations assume that there
deterministicvariation in the frequency aging—an assum
tion that is justified more by experience than by rigoro
analysis.

In addition to these deterministic parameters, our pre
ous analysis of oscillator performance would lead us to
pect that our data would also have stochastic contribution
the variation of each of these parameters. For simplicity,
could add terms for white phase noise, white frequen
noise, and white frequency aging. These names are chos
parallel the deterministic description in Eqs.~30!—we can
also use the alternative names we have defined above.~As
we discussed above, the variance in each parameter has
tributions both from its own white noise term and from all
the noise terms below it. The combined phase or freque
noises are very definitely not white.!

The next step would be to compare the predictions of
model equations with measurements and to test if the dif
ences are consistent with the assumed model for the n
Our measurements usually consist of pairwise time diff
ences between our physical clocks, and there is no obvi
universal prescription for using these data to evaluat
model of the type specified in Eqs.~30!. There are two dif-
ficulties: the first is that the time difference data are ambi
ous to within an overall additive constant and the secon

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
that we have not specified a model for how the ensemb
clock itself is measured or how it evolves.
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B. AT1 algorithm

Several versions of the AT1 algorithm have been use
NIST for many years. Although it works quite well with rea
data, I discuss it in detail not because it is theoretically o
timum but because it is relatively simple to implement.
addition, it illustrates the general ideas that underlie a nu
ber of other algorithms including ALGOS, which is used b
the BIPM to compute EAL and TAI.

The starting point for a discussion of AT1 is the obse
vation that it is difficult to make robust estimates of th
deterministic frequency aging for most clocks. Even at
largest values oft ~where the effects of frequency aging a
greatest!, these deterministic effects are usually swamped
the flicker and random-walk frequency noises in the devi
Almost the only exceptions are the very best hydrogen m
sers, whose frequency noise is so small that robust estim
of the deterministic frequency aging are possible, and ra
poor quartz oscillators~which are not normally used as mem
bers of ensembles anyway! whose frequency aging is s
large that it is readily observable even for small averag
times. Thus the assumption thatd(t)50 for all t is consistent
with the data for almost all clocks, except for the best hyd
gen masers. For those clocks we would use a constant fo
aging that is determined outside of the ensemble algorit
A typical value for such a maser would be of ord
10221s21.

If we model the frequency aging as a noiseless cons
value then this is equivalent to assuming that the freque
fluctuations are dominated by white noise processes. Th
a reasonable assumption provided thatt is not too large. The
maximum value oft that still satisfies this requirement varie
with the type of device; a typical value for a cesium oscil
tor would be less than a day or two. On the other hand
must not be made too small either, because otherwise
time difference data will be dominated by the white pha
noise of the measurement process.~This is not necessarily a
bad thing, but taking full advantage of the data in this ca
requires a change in strategy. This point is discussed be
in connection with techniques used for transmitting time
ing the Internet.! As specific examples, the NIST time scal
which uses measurement hardware with a noise floor of s
eral ps usest52 h, while the BIPM computation of AL-
GOS, which uses the much noisier GPS system to mea
the time differences between laboratories, usest55d.

As we pointed out above, the initial values of the tim
and frequency of the ensemble must be knowna priori. The
epoch associated with these initial values ist0 . The algo-
rithm then continues with periodic measurements of the ti
differences between each clock and one of them, which
designated as the reference clock or working standard. Th
measurements are made at epochst1 ,t2 ,...,tn . These mea-
surements are usually equally spaced in time, but this is m
for convenience than for any formal requirement of the
gorithm.

If at some epochtk the time difference and frequenc
offset between thej th clock and the ensemble werexj (tk)

2589Judah Levine
leand yj (tk), respectively, then AT1 models the time differ-
ence at some later epochtk11 as being given by
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x̂ j~ tk11!5xj~ tk!1yj~ tk!t, ~31!

where

t5tk112tk . ~32!

Note that the right side of Eq.~31! is an estimate based o
the two model parameters of the clock using a simple lin
model. As we discussed above, this is appropriate for all
the best hydrogen masers. We would use the first of Eqs
with a constant value ford for these devices. This consta
frequency aging does not really have any effect at this po
Since the algorithm normally operates with a fixed inter
between computations, the effect of adding frequency ag
is to add a constant offset to each of the predictions. Suc
offset can be absorbed into the starting values without los
generality.

The mth clock in the ensemble is the working standa
It is characterized using the same model as any other c
@i.e., Eq.~31! with j 5m#. The working standard is not nec
essarily the clock with the best statistical properties—sinc
may be awkward to change this designation in a runn
ensemble, it is often the clock that is likely to be the mo
reliable or to live the longest.

At each epoch we measure the time differences betw
the working standard and each of the other clocks usin
time interval counter or any of the other methods we
scribed above. These measured time differences areXjm(t),
wherej takes on all possible values except form. Combining
the predicted time of each clock with respect to the ensem
using Eq.~31! with the corresponding measured time diffe
ence between that clock and the working standard, we
estimate the time difference between clockm and the en-
semble via clockj using

x̂m
j ~ tk11!5 x̂ j~ tk11!2Xjm~ tk11!, ~33!

where the superscriptj on the left side indicates that th
estimate has been made using data from clockj. Note that
Eq. ~33! could equally well have been thought of as a de
nition of the time of the ensemble with respect to physi
clock m estimated using data from clockj. Also note that, as
expected, Eq.~33! reduces to Eq.~31! when j 5m since
Xmm(t)[0. Thus Eq.~33! applies to the working standar
just as it does to any other clock in the group.

If Eq. ~31! is an accurate model of the time of clockj,
then Eq. ~33! is an unbiased estimate of the time of t
working standard with respect to the ensemble since the
terministic time and rate offset of clockj have been properly
estimated. Note that clockm may have a deterministic tim
or frequency offset with respect to the ensemble—there is
requirement that its parameters be the same as those o
ensemble. Its statistical parameters are also not importan
this procedure to work.

If there areN clocks in the ensemble, there areN21
independent time-difference measurementsXjm , and the
same number of equations identical to Eq.~33! with all pos-
sible values ofj exceptj 5m. The previous state of clockm
is used to predict its time with respect to the ensemble us

2590 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
Eq. ~31!. ~Alternatively, we could use Eq.~33! for this pur-
pose, settingXmm50. We adopt this latter strategy in what
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follows, since it simplifies the notation and emphasizes
fact that clockm is not a special clock with respect to th
ensemble—only with respect to the time-difference ha
ware.! If we assume that the fluctuations in the tim
difference measurements are not correlated with each o
the N estimates of the time of clockm with respect to the
ensemble are characterized by a well-defined mean, w
we can compute using

xm5(
j

wj x̂m
j . ~34!

The weightswj are arbitrary at this point, subject only to th
usual normalization requirement that

(
j

wj51. ~35!

If the clocks are all identical then a simple assumption wo
be to set all of the weights equal to 1/N, so that Eq.~34!
reduces to a simple average, but this is usually not the o
mum choice in a real ensemble.

Equation~34! can be equally well thought of as definin
the time of the ensemble with respect to the working st
dard, clockm, computed by averaging the independent e
mates obtained from the time difference between clockm
and each of the member clocks. The time of clockj with
respect to the ensemble can then be calculated by combi
Eq. ~34! with the measured time differenceXjm:

xj5Xjm1xm . ~36!

These values are then used as the starting point for the
measurement cycle.

The difference between Eq.~31!, which predicted the
time of clock j with respect to the ensemble based on
previous state, and Eq.~36!, which gives the value of clockj
based on the data from the current measurement cycle, is
prediction error,e j . The average of this prediction error is
measure of the quality of the clock in predicting the time
the ensemble. The average of this value can be used to o
an estimate for the weight to be used for clockj in Eq. ~34!

wj5
C

^e j
2&

, ~37!

whereC is chosen so that the weights satisfy the normali
tion condition, Eq.~35!. Defined in this way, the weights ar
related to the TVAR statistic, which we defined above. As
our previous discussions, a good clock is a predicta
clock—not necessarily one that has a small deterministic
quency offset, because we can always remove that of
using Eq.~31!.

The dispersion in the prediction error can also be use
test for a clock failure. That is, on each cycle we could e
amine the statistic

e j
22^e j

2&

^e j
2&

~38!

and decide that clockj has a problem if this statistic is

Judah Levine
greater than some thresholdsmax. We might drop clockj
from the ensemble calculation in this case and repeat the
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computation@Eq. ~34!# with its weight set to 0. If the statistic
is close tosmax, we could choose to decrease the weight
the clock gradually so that there is no abrupt step in per
mance exactly atsmax. The AT1 time scale currently used a
NIST setssmax54, and linearly decreases the weight of
clock starting when its average prediction error reaches 7
of this value.

This procedure is a more formalized version of a sim
majority-voting scheme. Its advantage is that the system
differences between the clocks have been removed by
model equations and therefore do not affect the er
detection process. Furthermore, the averaging procedu
applied to quantities that have no first-order determinis
variation. The working standard enters into these calcu
tions exactly as any other member of the ensemble, an
data can still be rejected by the prediction-error test just
cussed even though it continues to play a central role in
time-difference measurements.

If the clock frequencies were noiseless and constant t
that would be the end of the story. The time-difference m
surements would be composed of deterministic freque
and time offsets which would be accounted for by the mo
equations, and the residual time difference data would
characterized by pure white phase noise, which would
optimally attenuated by the averaging procedure. Unfo
nately, the frequency of the clock is characterized by wh
frequency noise at intermediate times and by flicker a
random-walk fluctuations at longer times. As we show
above, these frequency fluctuations do not produce time
ferences whose variation is characterized as pure white p
noise, and the average in Eq.~34! is no longer completely
justified.

These frequency fluctuations can be accommodated
replacing the static frequency parameteryj in Eq. ~31! with a
parameter that is allowed to evolve with time. In order
compute this dynamic frequency, the short-term freque
estimates

f j~ tk11!5
xj~ tk11!2xj~ tk!

t
~39!

are averaged using a simple exponential low-pass filte
produce the frequency estimate used in the model equa

yj~ tk11!5
yj~ tk!1a f j~ tk11!

11a
, ~40!

where the time constanta is set to the transition at the uppe
end of the domain in which white frequency fluctuatio
dominate the spectrum of the clock noise. The time cons
parameter is actually a dimensionless constant less tha
the effective time constant ist/a. The value of the time
constant is set to attenuate white frequency noise at inter
diate periods; the gain of the filter approaches unity at v
long periods. As we discussed above, the primary reason
using an exponential filter of this type is that it can be re

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
ized using the same kind of iteration as is used for the oth
parameters of the model. At each step in the process t
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model parameters computed on the previous step are c
bined with the current measurements—older data need
be saved for this computation.

Several versions of this algorithm have been used
NIST for many years.64,65 The AT1 time scale provides op
timum performance when the noise in the measurement
tem and the clocks is no more divergent than white ph
noise. Unfortunately, clocks exhibit flicker and random-wa
frequency noise at longer term, and the scale itself tend
become dominated by this type of noise at longer periods~on
the order of months!. The ALGOS algorithm used to com
pute EAL ~and from that TAI and UTC! tends to have the
same problem; as we discussed above, the solution in
case is to steer TAI using data from the primary frequen
standards. This limitation has been addressed in the desig
AT2.66

The AT1 algorithm has other limitations. It cannot de
with a device~such as a primary frequency standard! that
operates only occasionally. We would like to be able to ch
acterize such a device using only a well-defined frequenc
its time with respect to the ensemble is not interesting
important. In fact, since it operates only intermittently,
time with respect to the ensemble may not be well defin
As we mentioned above, the data from a primary freque
standard can be incorporated into the ensemble frequenc
administrative adjustment as is done with TAI.

The AF167 procedure presents another solution to t
problem. Using an algorithm analogous to AT1, it estima
the frequency~rather than the time! of the working standard
using the measured frequency differences between it and
other members of the ensemble. Data from a primary
quency standard can be incorporated into this scale in a n
ral way, and the fact that the standard operates only inter
tently is not a problem. Since it is quite similar to AT1 in i
basic design, it will also become dominated by flicker a
random-walk processes at longer periods—probably on
order of 1–2 yr.

In addition to ALGOS, there are a number of other a
gorithms that are similar to AT1. These algorithms ha
been widely discussed in the literature.68 Other algorithms
are based on Kalman filters.69,70 This formalism has some
advantages in dealing with clocks that operate irregulary
can also provide more robust definitions of the ensem
time and frequency than is possible using AT1 or its re
tives. On the other hand, Kalman filter algorithms often ha
startup transients before the filter enters the steady-state
gime. These transients can result in instabilities when
membership in the ensemble changes frequently.

A fundamental problem with many time scales is t
way the weights of the member clocks are calculated. T
AT1 algorithm and its relatives assign a weight to each clo
based on its prediction error—a good clock is one tha
predictable over the time interval between measurem
cycles.~We have already seen this principle in the discuss
of the Allan variance.! However, a clock whose weight i
increased because of this will tend to pull the ensem
through Eq.~34!. A small increase in weight thus tends

2591Judah Levine
er
he
produce positive feedback, and a clock that starts out a little
bit better than the other members of the ensemble can
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quickly take over the scale. The problem, of course, is t
Eqs.~31! and~36! are correlated, so that the prediction err
is always systematically too small. The correlation clea
gets worse as the weight of a clock increases.

This correlation can be addressed by administrativ
limiting the maximum weight any clock can have, either
an absolute maximum value~as in ALGOS! or to a maxi-
mum percentage of the scale~as in the NIST implementation
of AT1!. It is also possible to estimate the magnitude of
correlation and correct for it.71

These methods limit the maximum weight that any clo
can have in the ensemble, even if that large weight wo
have been deserved on statistical grounds. The reason is
one of the motivations for using an ensemble is safety
robustness in case of a failure. An ensemble whose tim
effectively computed using only one clock will have a se
ous problem when that high-weight clock fails or has a d
glitch. These problems can be more easily addresse
scales that are not computed in real time~such as TAI, which
is computed about one month after the fact!. It is much easier
to recognize a problem retrospectively and to adminis
tively remove a clock from the ensemble when later d
shows that it was starting to behave erratically.

Since the weights are normalized using Eq.~35!, any
method that limits the maximum weight that a good clo
can have implicitly gives poorer clocks more weight th
they deserve. The price for keeping good clocks from tak
over the scale is therefore a scale that is not as good
could be because poorer clocks have more weight than
deserve based on statistical considerations.

A similar effect happens when a member clock ha
large prediction error and is dropped from the ensemble
result. The contribution that this clock would have made
the ensemble is divided among the remaining members,
the result that the ensemble time~and, indirectly, its fre-
quency! may take a step when this happens. This can
especially serious in a small ensemble with one clock tha
significantly poorer than the others. If one of the good cloc
is dropped because it fails a test based on its prediction e
its weight will be distributed among the remaining membe
If the weights of the other clocks are already limited by t
administrative constraints that we discussed above, the re
is to transfer the weight of this good clock to the poor
clock in the ensemble.

The methods used to calculate the frequency and
weight of each clock are effectively trying to separate
observed variance in the time difference data into determ
istic and stochastic components. This separation, whic
implicitly based on a Fourier decomposition of the varian
can never be perfect. These methods tend to have the
difficulty distinguishing between deterministic frequency a
ing and random-walk frequency noise because the two h
similar ‘‘red’’ Fourier decompositions. This is the reaso
AT1 and similar time scales often do not include a term
deterministic frequency aging into the model equations
the time differences of the clocks—it is very difficult to e
timate these parameters in the presence of the random-

2592 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
noise in the data. This can be a serious problem in an e
semble containing hydrogen masers, which tend to have s
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nificant long-term frequency aging combined with very sm
short-term prediction errors. The very good short-term p
formance means that these clocks will be given a very h
weight in an AT1-type procedure, and this high weight w
then adversely affect the long-term stability of the scale d
to the frequency aging of these devices. One solution is
incorporate a constant frequency-aging term that is de
mined administratively using procedures outside of the sc
computations~using data from primary frequency standard
for example!. Another solution is to modify the algorithm to
include explicitly different weights for short-term and long
term predictions.

The time and frequency of the scale itself can be ma
almost totally insensitive to a change in the membership
the ensemble, provided that the initial parameters of a n
clock are accurately determined. These initial parameters
usually determined by running a new clock in the scale w
its weight administratively kept at 0.

One of the practical difficulties in running an ensemb
is that there is no physical clock that realizes its time
frequency. This deficiency must be remedied if the ensem
time is used to control a physical device. One solution is
steer a physical clock so that its time and frequency track
corresponding ensemble parameters. There are a numb
different ways of realizing this steering: the algorithm c
emphasize time accuracy or frequency smoothness, but
both. An algorithm that emphasized time accuracy would
large frequency adjustments and time steps to keep
steered clock as close as possible to ensemble time. An
gorithm that emphasized smoothness would limit the mag
tude of frequency adjustments and never use time steps.
choice between the two extremes~or the relative importance
of accuracy and smoothness in a mixed solution! cannot be
specifieda priori—the choice depends on how the data a
to be used. Historically, steering algorithms at NIST ha
tended to place a higher value on frequency smoothness
on accuracy, with the inevitable result that the time disp
sion of UTC~NIST! is larger than it would be if time accu
racy were emphasized more strongly.

XVI. SYNCHRONIZING A CLOCK USING TIME
SIGNALS

Finally, we turn to the question of how best to use a tim
signal that we receive from a distant source of uncert
accuracy over a channel whose delay may be variable. In
simplest distribution system, the receiver is a simp
‘‘dumb’’ device. Its internal state~whether time or fre-
quency! is simply reset whenever a signal is received. T
signal may be corrected for transmission delay or some o
systematic correction might be used, but the important po
is that the previous state of the receiver makes little or
contribution to the process. This may be the best strateg
the uncertainty in the receiver state is so high as to mak
effectively worthless, but it is important to recognize th
this is not universally true, and that the state of the recei
before the new information is received also contains inf

72

Judah Levine
n-
ig-
mation that may be useful.

The performance of the receiver clock can be character-
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ized in terms of deterministic and stochastic compone
The deterministic aspects of its performance can be use
predict the data that will be received from the transmitter
some future time. This prediction is never perfect, of cour
because the deterministic components may not be kn
precisely, because even if they are known at one instant
are likely to evolve in time, and because the stochastic c
ponents of the model are always present and add noise t
measurements. Although this prediction might not be as
curate as we would like, it nevertheless can often provide
important constraint on the received data.

The most useful situation arises when the spectrum
the noise in the receiver clock has little or no overlap w
the spectrum of the noise in the transmission channel.73 This
happy situation supports the concept of ‘‘separation
variance’’—the ability to distinguish between a ‘‘true’’ sig
nal, which should be used to adjust the state of the rece
clock, and a ‘‘false’’ signal which is due to an un-modele
fluctuation in the channel delay and which should theref
be ignored. In an extreme situation, this strategy could
used to detect a failure in the transmitter clock itself.

Decisions based on separation of variance are prob
listic ~rather than deterministic! in nature, and will only be
correct in an average sense at best. Whether or not
improve matters in a particular situation depends on the
lidity of the assumption of separation of variance and on
accuracy of the various variance estimators. Since the
mators must be based on the data themselves, a ce
amount of ambiguity is unavoidable.

This method obviously fails in those spectral regio
where separation is impossible. There is no basis for de
ing whether the observed signal is ‘‘real’’ and should be us
to adjust the local clock or represents transmission noise
should be ignored. If the resulting ambiguity results in un
ceptably large fluctuations, then either the receiver or
channel must be improved. The crucial point is that neit
the receiver clock nor the transmission channel need be g
everywhere in the frequency domain—it is perfectly a
equate if they have complementary performance charact
tics, and this may in fact be the ‘‘optimum,’’ least-cost alte
native for achieving a given accuracy in the distribution
time or frequency.

These considerations explain why it may not be op
mum to use the signal received over a noisy channel ‘‘as
It may be possible to remove the channel noise if the
ceived data can be used to discipline an oscillator wh
inherent noise performance can be characterized by a
ance that separates cleanly from the noise added by the c
nel in the sense we have discussed. These ideas can be
to filter the intentional degradations imposed on the G
satellites because of selective availability74 and to improve
the distribution of time on widearea networks such as
Internet.75

These strategies can become quite complicated in de
but all of them tend to share a number of general charac
istics. Individual measurements of the time difference
usually dominated either by white phase noise arising fr

Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
the measurement process itself or by something like selecti
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availability, which is a pseudo-random process that loo
like noise in the short term. In the usual state of affairs,
frequency of the local clock is more stable than the tim
difference measurements would indicate—in other wo
these fluctuations in the measured time difference do
imply a corresponding fluctuation in the frequency of t
local clock. The optimum strategy is clearly to leave t
local clock alone in the short term, since its free-runni
stability is better than the time-difference data would in
cate. This implies some form of averaging of the measu
ments, with the details depending on the application.

When the variance in the time-difference data can
modeled as white phase noise, then the optimum strateg
clearly to make a large number of rapid-fire time-differen
measurements and to average these data. This proces
continue for as long as the variance continues to look l
white phase noise. For synchronization over packet netwo
such as the Internet, it is quite common to find periods of
to 15–30 s when this assumption is valid, and it is a sim
matter to make 50~or more! time-difference measuremen
during this period.~The same idea can be used to impro
the measurement noise in a time-scale system. In that ca
well, the short-term variance is well modeled as white ph
noise.! These data would be averaged to form a single po
which was then used to discipline the local clock using
model such as Eqs.~30! or ~31!. Although the average cos
of the synchronization process depends only on the num
of calibration cycles, clustering the measurements in t
way may improve the performance of the synchronizat
algorithm by optimally averaging the white phase noise
the measurement process. Although the average cost o
synchronization process would be the same if the meas
ments were spread out uniformly in time, the performan
would not necessarily be as good because the increase
terval would put the measurements outside of the time
main where the fluctuations are dominated by white ph
noise.76 While the cost of realizing this synchronization pr
cess increases linearly with the number of calibration cyc
that are used in each group, the variance only improves
the square root of this number, so that incremental impro
ments in the performance of the algorithm become incre
ingly expensive to realize.

At some longer time, the variance of the averaged ti
differences drops below the variance of the free-runn
clock, and that is the point at which some form of correcti
to the time of the local clock is appropriate.~Note that the
crossover is not determined by the frequency offset of
local clock but by the stochastic noise in this parame
Deterministic offsets may be a nuisance in practice, but t
can always be removed in principle and should not pla
role in a variance analysis. Furthermore, if the variance
the local clock can be characterized as white freque
noise, then averaging consecutive, closely spaced freq
cies will yield a statistically robust frequency estimate. T
domain in which white frequency noise dominates the va
ance is often quite small, so that frequency averaging o
does not produce an appreciable improvement in the per

2593Judah Levine
vemance of the synchronization process.! This crossover point
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is never absolute, however. The local clock will always co
tribute some information to the measurement process—
even if this information is only used to detect a gross failu
of the distant clock or of the calibration channel it shou
probably never be completely ignored.77

In the usual situation, the noise in the data from t
distant clock continues to decrease~relative to the local
clock! at longer averaging times, so that the weight attac
to the time-difference data in steering the local clock
creases by a corresponding factor. This is certainly true
the degradation imposed on the GPS satellites by selec
availability, and it is also a common feature of noise in
communications channel. Since both of these fluctuations
bounded in time, they make contributions to the Allan va
ance that must decrease at least as fast as the averaging
for sufficiently long intervals.

These considerations tend to imply relatively slow c
rection loops—the time constant for steering a good co
mercial cesium standard to a GPS signal is usually a da
longer. The corresponding time constant for a compu
clock synchronized using messages transmitted over the
ternet is usually a few hours. Although such loops maxim
the separation of variance and uses both the local hardw
and the calibration channel in a statistically optimum wa
they have problems nevertheless. The very slow respons
the correction loop means that it takes a long time to se
down when it is first turned on and also after any transien
step of the local clock either in frequency or in time m
persist for quite some time before it is finally removed. T
loop may never reach steady-state operation in the extr
case. More frequent calibrations and shorter time const
are usually used when worst-case~rather than long-term av
erage! performance is the principal design metric.

Another situation which requires more frequent calib
tions and shorter time constants occurs when the local o
lator has a relatively rapid variation in frequency that can
be characterized as a noise process. An example would
large sensitivity to ambient temperature. Such an oscilla
will tend to have large nearly diurnal frequency variation
and much of the variation will often be concentrated near
start and end of the working day. Although the time disp
sion averaged over 24 h will tend to be small, the maxim
dispersion during the day may be unacceptably large,
relatively frequent calibrations may be required to keep
time dispersion within specified limits.

The opposite problem happens when it is the chan
that has a large diurnal fluctuation in the delay~as with
WWVB, for example!. The optimum strategy is clearly t
increase the interval between calibrations so as to reduce
sensitivity of the measurements to these spurious fluc
tions. This is not too hard to do in the case of WWVB, sin
it is usually used with local oscillators that are stable enou
to support the required increase in averaging time. T
analogous problem in computer networks is more difficult
deal with, since the clock circuits in many computers are

2594 Rev. Sci. Instrum., Vol. 70, No. 6, June 1999
stable enough to support the increase in averaging time th

Downloaded 18 Sep 2001 to 132.163.136.56. Redistribution subject to 
-
nd
e

e

d
-
r

ve

re
-
ime

-
-

or
r
n-
e
re
,
of

le
A

e
ts

-
il-
t

e a
r

,
e
-

d
e

el

he
a-

h
e

t

would be required to remove diurnal and similar load-rela
fluctuations in the network delay.

XVII. DISCUSSION

I have described some of the principles that are use
design clocks and oscillators, and I have introduced the
tistical machinery that is used to describe time and freque
data. This machinery can be used to characterize the osc
tors themselves and also to understand the degradation
results from transmitting these data over noisy channels w
varying delays.

Time and frequency measurements will continue to p
an important role in science, engineering, and life in gene
Several new requirements are likely to be most importan
the near term:

~a! The need for higher-accuracy frequency standards
applications ranging from research in atomic phys
and astrophysics to synchronizing high-bandwid
communications channels. Devices such as cesium
rubidium fountains and trapped-ion devices are alrea
in the prototype stage, and devices that can potenti
realize the SI second with an uncertainty of signi
cantly less than 10215 are already being designed
There is no reason to believe that the trend towa
improving the accuracy and stability of frequency sta
dards will stop, or that applications for these improv
standards~both in science and in engineering! will not
follow their realization.

~b! Making use of these new devices will require improv
ments in distribution methods. Methods based on
phase of the GPS carrier may be adequate—at l
initially, but other methods will probably be needed
well. Digital transmission methods—especially met
ods using optical fibers—are likely to become mo
important for many of these applications.

~c! If these devices are to make a contribution to TA1, th
incorporating them will also require a better unde
standing of the transformation from the proper tim
realized by the device to coordinate time—the ex
shape of the geoid, for example, especially at re
world laboratories, which are often located at plac
~such as Boulder, Colorado! which have inhomoge-
neous and inadequately documented crustal structu

~d! Applications such as electronic commerce, digital n
taries, and updating distributed databases need met
for simple, reliable, authenticated, and legally tracea
distribution of time information with moderate accu
racy on the order of milliseconds. The demand f
these services is growing exponentially, and the serv
must be protected against attacks by a significant nu
ber of malicious users. These requirements for secu
and reliability are not unique to digital time services,
course, but addressing them while maintaining the
curacy of the time messages presents some un

Judah Levine
at
problems, which may not be completely solved by sim-
ply scaling up the current designs.
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